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Special Issue on Micro/Nanoscale Heat Transfer—Part 11

Research and education on micro/nanoscale heat transfer have
advanced rapidly over the last decade through many dedicated
individuals and teams, with direct impact now extending into
other fields in both science and engineering. Continuing the syn-
ergistic efforts in 2002 and 2007, ASME Micro/Nanoscale Heat
Transfer International Conference (MNHTO8) was held in Na-
tional Cheng Kung University, Tainan, Taiwan, during January
6-9, 2008: http://www.asmeconferences.org/MNHTO08/index.cfm.
The conference is dedicated to Dr. Chang-Lin Tien (1935-2002),
a world renowned scholar and a leader in higher education, whose
intellect and unique visions have continued to inspire our most
serious efforts in expanding the frontiers of micro/nanoscale heat
transfer. We continue the selected papers from MNHTOS in this
issue of the ASME Journal of Heat Transfer. Part I appeared in the
March 2009 issue.

MNHTOS is composed of 18 technical tracks, with 5 keynote
lecturers and over 300 participants from 18 countries. The 257
technical papers cover the full spectrum from microscopic ther-
mophysical processes and properties, microfluidics and nanofluid-
ics, heat transfer in small scale, ultrafast heat transport, interfacial
heat transfer, nanofluids, microchannels, micro/nanoscale experi-
mental heat transfer, micro/miniature two-phase systems, thermo-
physical and mechanical properties, ultrafast coupling in small
scales, nano-systems and engineering, nano/microscale thermal
radiation, computational micro/nanoscale heat and mass transfer,
to micro/nanoscale heat and mass transfer in bio/medical systems.
The papers included in this issue are representatives selected from
these areas of research. There are a few papers in this issue that
are review in nature, for the purpose of capturing the progress
being made in a field as well as for presenting new challenges for
the future. There are also research papers reporting innovative
approaches and new findings, aiming toward advancing the state-
of-the-art development in micro/nanoscale heat and mass transfer.
Two salient features combined, we hope this issue will not only
serve the community well, but also provide a valuable collection
for inspiring new researchers to join this fascinating area of re-
search.

Researchers in micro/nanoscale heat and mass transfer have
enjoyed strong growth of the field over the past decade. Many
sophisticated physical phenomena in small scales have been un-
veiled by dedicated individuals and research teams. The rapid
evolution and continued explorations into even finer scales of
space and time, however, may often generate more profound
physics to be better understood. This is particularly the case when

lSpecial Issue: Micro/Nanoscale Heat Transfer, ASME Journal of Heat Transfer,
Vol. 124, April 2002. Special Issue: Micro/Nanoscale Radiative Transfer, ASME
Journal of Heat Transfer, Vol. 129, January 2007.
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the thermal field is coupling with other fields in transporting mass,
energy, momentum, and charges in micro/nanoscale. Combined
approaches that integrate over analytical, experimental, and nu-
merical phases have now become more important than ever in
unveiling the interweaving physical phenomena in smaller scale.
It is important to continue our endeavors in generating in-depth
scientific understanding and enabling commercial technology for
advancing micro/nanodevices, but it may be equally important to
“wrap up” our knowledge by reviewing what we have tried to
establish from time to time. This focus will remain as the ASME
Micro/Nanoscale Heat Transfer International Conference contin-
ues into the future.

Special thanks are extended to the reviewers, the Editorial As-
sistant Shefali Patel, and publishing staff for the ASME Journal of
Heat Transfer, who have made this special issue on Micro/
Nanoscale Heat Transfer a reality. Enthusiastic supports from Na-
tional Cheng Kung University, Chinese Society of Mechanical
Engineers, and Industrial Technology and Research Institute
(ITRI) in Taiwan are greatly appreciated. We wish to thank the Air
Force Office of Scientific Research, Asian Office of Aerospace
Research and Development (AOARD), and the Office of Naval
Research Global (ONRG) for their contributions to the success of
this conference.
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Thermal Conductivity
Measurements on Polycrystalline
Silicon Microbridges Using the
3w Technique

The thermal performance of microelectromechanical systems devices is governed by the
structure and composition of the constituent materials as well as the geometrical design.
With the continued reduction in the characteristic sizes of these devices, experimental
determination of the thermal properties becomes more difficult. In this study, the thermal
conductivity of polycrystalline silicon (polysilicon) microbridges are measured with the
transient 3w technique and compared with measurements on the same structures using a
steady state Joule heating technique. The microbridges with lengths from 200 um to
500 pm were designed and fabricated using the Sandia National Laboratories SUMMIT
VIM surface micromachining process. The advantages and disadvantages of the two
experimental methods are examined for suspended microbridge geometries. The differ-
ences between the two measurements, which arise from the geometry of the test structures
and electrical contacts, are explained by bond pad heating and thermal resistance
effects. [DOL: 10.1115/1.3072907]

Keywords: thermal conductivity, 3w technique, polycrystalline silicon, suspended
microbridge, thermal boundary resistance

1 Introduction

The characteristic lengths of material features contained in mi-
croelectronic devices are continually decreasing while the power
generation needs and requirements continue to increase [1]. This
is creating a huge incentive for efficient and effective thermal
management, especially for materials with characteristic lengths
on the order of the mean free paths of the carriers. Reduction in
these mean free paths results from fabrication processes that pro-
duce more carrier scattering mechanisms in the materials [2]. For
example, consider fabricating a semiconductor microcantilever,
which involves the deposition of several materials as well as litho-
graphic etching. The types of materials used to create the structure
influences several characteristics of the final microcantilever, in-
cluding surface roughness, sizes of geometric and grain bound-
aries, lattice dislocations, and impurities, which increase phonon
scattering events and can significantly alter the thermal properties
of the final structure [3]. However, the contribution of these indi-
vidual phonon scattering processes on the thermal properties of
the structure is very difficult to predict without experimental char-
acterization and thermal testing [3]. Therefore, accurate experi-
mental testing of thermal properties in low dimensional structures
is becoming increasingly important to effective thermal manage-
ment in current and future microelectronic materials [4].

Electrically based measurements have been successful in mea-
suring thermal properties in low dimensional silicon structures,
which are common in microelectromechanical systems (MEMS)
and integrated circuits. Steady state resistance methods have suc-
cessfully measured the thermal conductivity of various silicon

'Present address: Engineering Sciences Center, Sandia National Laboratories, P.O.
B0)§ 5800, Albuquerque, NM 87185-0346.

“Corresponding author.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuscript received March 27, 2008; final manuscript re-
ceived December 9, 2008; published online February 11, 2009. Review conducted by
Robert D. Tzou. Paper presented at the 2008 International Conference on Micro/
Nanoscale Heat Transfer (MNHT2008), Tainan, Taiwan, January 6-9, 2008.

Journal of Heat Transfer

Copyright © 2009 by ASME

structures, including undoped [5] and doped [3] polycrystalline
silicon (polysilicon) films, doped single crystalline free standing
films [6] and microcantilevers [7], doped polysilicon suspended
films [8-10], and doped polysilicon suspended microbridges
[11-13]. The advantages of these steady state techniques are the
ease of measurement and analysis. However, processing con-
straints and measurement methods that are not optimized to mini-
mize error due to experimental factors (i.e., convection and radia-
tion losses) and test structure geometries (i.e., electrical probe
contact resistance and heat flow to underlying structures or sub-
strates) can lead to a complicated analysis to determine the true
conductivity of the structure. For example, Phinney et al. [11]
used a steady state technique to measure the temperature depen-
dent thermal conductivity of polysilicon microbridges attached to
bulk bond/electrical contact pads. Although the room temperature
thermal conductivity values agreed with those from the room tem-
perature studied by Tai et al. [12,13], the temperature dependent
values and trends did not agree with previously reported values of
thermal conductivity of polysilicon [3,5,8—10]. These differences
could be due to complications from contact resistance and heat
transfer to the substrate. By using a transient measurement tech-
nique, such as the 3w technique, these effects could be reduced in
comparison to a steady state method.

The 3w technique was originally used by Cahill [14,15] to mea-
sure the thermal conductivity of bulk dielectric solids across a
wide range of temperatures from 30 K to 750 K. Since then, this
technique has been extended to measure the thermal conductivity
of dielectric thin films [16], periodic superlattice structures [17],
and nonperiodic multilayered structures [18,19]. In addition, this
technique was extended to platinum and carbon nanotube sus-
pended micro- and nanobridges [20,21]. The 3w technique has
several characteristics that make it an attractive alternative for
thermal conductivity measurements on a wide range of materials
and structures. The periodic nature of 3w can make measurements
inherently insensitive to radiative and convective losses, depend-
ing on the test section geometry. Second, a properly chosen w
input and range can eliminate problematic boundary conditions

APRIL 2009, Vol. 131 / 043201-1



Fig. 1 Optical microscope image of a 10 um wide X200 um
long test structure fabricated using the SUMMIT V™ process.
The bond pads are 100 um wide and 300 um long. Two wires
bonded to bond pad are visible in the image. The connections
to the package are outside of the image.

that may exist between the sample and external test hardware
[19]. Finally, since 3w is a nondestructive technique, certain de-
vice geometries and material systems used in the high-powered
microelectronic device systems of interest can be examined in
their as-used conditions or with minimal post processing.

In this study, the thermal conductivity of polycrystalline silicon
suspended bridge structures are measured with the 3w technique.
To the knowledge of the authors, this represents the first measure-
ments of polysilicon bridges with the 3w technique. The thermal
conductivity of these same structures is also measured with a
steady state resistance method, which allows for comparisons
among the thermal conductivity measurement techniques. The
suspended structures are fabricated using the Sandia Ultraplanar
Multilevel MEMS Technology (SUMMIT V™) process [22,23].
In Sec. 2, the SUMMIT V™ process is described along with the
test samples. The specific 3w setup, analysis method, and assump-
tions are explained in Sec. 3. Section 4 presents the temperature
dependent 3w thermal conductivity results and compares them to
the steady state measurements. The differences between the two
measurements can be ascribed to contact and bond pad effects, for
which steady state techniques must carefully account but which
the 3w technique is insensitive in the frequency domain. There-
fore, these effects can be treated as an offset in 3w analysis [16].

2 Suspended Test Structures

The SUMMIT V™ process [22] involves four structural n-type
(phosphorous-doped) polysilicon layers with a fifth layer as a
ground plane. The polysilicon layers are separated by sacrificial
oxide layers that are etched away during the final release step. The
two topmost layers, Poly3 and Poly4, are nominally 2.25 um in
thickness, while the bottom two, Polyl and Poly2, are nominally
1.0 um and 1.25 um in thickness, respectively. The ground
plane, Poly0, is 300 nm in thickness and lies above an 800 nm
layer of silicon nitride and a 630 nm layer of silicon dioxide. The
sacrificial oxide layers between the structural layers are each
roughly 2.0 um thick.

The thermal conductivity test structures are fabricated from the
Poly4 layer and are nominally 2.25 um thick. Test structures
were designed with a width of 10 wm and four lengths: 200 wm,
300 um, 400 pm, and 500 wm. The fixed-fixed bridge ends at
bond pads, which are layered structures that mechanically anchor
the beam to the substrate and provide a location for wire bonding
to the package. The wires are bonded to a 700 nm layer of Al that
is deposited on top of the bond pad. Figure 1 is an image of a
10 um wide and 200 wm long suspended bridge test structure
used in this study with the bond pads and bond wires visible.

3 3w Experimental Considerations

As previously mentioned, the thermal conductivity of the Poly4
SUMMIT V™ bridge structures were measured with both steady
state and 3w techniques. Details of the steady state experimental
setup, analysis, assumptions, and possible errors are described in

043201-2 / Vol. 131, APRIL 2009
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Fig. 2 Schematic representing circuit and data acquisition
equipment in the 3w measurements. The sample is the polysili-
con microbridge structure, and the fixed resistance varied de-
pending on the sample. The value of the fixed resistance was
chosen to be slightly higher than the maximum resistance
across the sample [14]. During testing, this value was set to be
slightly higher than the room temperature resistance of the
sample.

Refs. [11,24]. A description of the 3w setup used for measure-
ments on the Poly4 SUMMIT V™ bridge structure follows. Fig-
ure 2 shows a schematic of the electrical circuit with the data
acquisition components of the experimental setup. This is essen-
tially the same setup as Cahill’s original experiment [14,15] only
the use of a SR830 digital signal processing (DSP) lock-in ampli-
fier with higher harmonic detection removes the need for a fre-
quency tripling circuit. This lock-in greatly simplifies the circuit
since it was used for the input current, reference signal, and mea-
surement of the third harmonic (3w) voltage. The ac sinusoidal
input current, which was supplied by the lock-in amplifier, was
passed through the sample and resistor of fixed resistance. Passing
the resulting voltage drops through AD534 differential amplifiers
reduces unwanted noise by producing a signal equal to the voltage
drop across the sample and fixed resistor, respectively. The result-
ing signals were then differenced by the lock-in amplifier. Differ-
encing the two resulting voltages across the sample and fixed
resistor removed the majority of unwanted noise. The differenced
voltage signal contains both w and 3w components. The lock-in
amplifier was used to detect the small resulting 3w component by
comparing the differenced voltage signal with the input current
(supplied by the lock-in amplifier).

The temperature dependent data were obtained while slowly
heating and cooling the test structures in a liquid nitrogen cooled
Henriksen cryostat that was pumped down to less than 1 mTorr.
Only the sample is in the temperature controlled vacuum; the
fixed resistor is wired in the circuit in ambient so that it experi-
ences minimal temperature fluctuations. The voltage dissipated

Transactions of the ASME



across the sample and fixed resistor was determined with Agilent
34401 A multimeters, and then the resistance across the test sec-
tion was determined at each temperature. Since the majority of the
resistance between the voltage probes on the bond pads lies in the
bridge structure, the 3w data were analyzed with the relationship
between 3w voltage and thermal conductivity derived by Lu et al.
[21] for one-dimensional conduction along rodlike structures,
given by

B 4VL dR
THARNT + Qwy)?dT

(1)

3w

where V and V3, are the voltage dissipated across the bridge
structure and the third harmonic of the voltage detected across the
bridge structure, respectively; L is the length of the bridge struc-
ture (the additional length from the bridge-bond pad connection
was neglected since the lateral resistance in the bond pad is con-
sidered negligible compared with the resistance along the bridge
structure); k is the thermal conductivity of the bridge structure; A
is the cross-sectional area of the bridge structure; R is the electri-
cal resistance measured across the bridge structure; w is the an-
gular frequency of the ac supplied to the circuit; and 7y is the
characteristic thermal time constant for the axial thermal process,
which for this one-dimensional thermal process is defined as 7y
=L2C/ %k [21], where C is the heat capacity of the structure, and
dR/dT is the change in the electrical resistance over the tempera-
ture range for the measurements. The electrical resistance as a
function of temperature was determined from the voltage drop
across the test section (ts) and fixed resistor (fr) and the resistance
of the fixed resistor by R =Ry, V,s/ Vi The measured dR/dT of the
200 pm, 300 wm, 400 pwm, and 500 wm long bridges were
0.226 Q/K, 0.328 Q/K, 0.443 Q/K, and 0.554 Q/K, respec-
tively. The temperature dependent resistance values measured us-
ing the steady state experimental technique were similar:
0.224 Q/K, 0.334 Q/K, 0.454 Q/K, and 0.553 Q/K, respec-
tively. The electrical resistance of the test section exhibited a lin-
ear trend with temperature over the entire temperature range of
interest; therefore dR/dT was constant. 3w data were taken over a
wide range of frequencies. At relatively low frequencies, where
the thermal wavelength is much larger than the length of the struc-
ture, wy approaches zero and the resulting 3w voltage is fre-
quency independent. In this limit, Eq. (1) becomes

4V3L dR

~— 2
7 kAR? dT @

V3a)
and the thermal conductivity can be easily determined from the
in-phase portion of V3,

Figure 3 shows the V3, response on a 200 wm microbridge test
structure at 294 K along with the best fit of Eq. (1) using k and y
as fitting parameters. The thermal conductivity is determined from
the low frequency data, where the 3w response is frequency inde-
pendent. The time constant vy then determines the curvature of the
3w response at higher frequencies. The best fit thermal conductiv-
ity of this structure is 66 W m~' K~!. The thermal time constant
v of this structure is 1.199 ms, as shown from the best fit of Eq. 1
in Fig. 3. Equation (1), solved with two other time constants of
v=0 s and y=10 ms, is also shown in this figure.

During testing, the frequency range was swept from 5 rad s™!
to 10,000 rad s~! during data collection at room temperature and
low temperature (85 K). This identified the region of frequency
independent V3, and also determined the maximum and minimum
time constants of the structure over the temperature range. Data
were taken at temperatures ranging from 85 K to 294 K. The
temperature of the cryostat was ramped at 1.0 K/min and only a
few selected frequencies in the frequency independent V3, range
(low frequencies) were applied to the circuit so that the frequency
range was swept approximately three times before the chamber
changed 1 K.

Journal of Heat Transfer
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Fig. 3 Sensitivity of Eq. (1) to the thermal time constant y. A
best fit thermal conductivity k is 66 W m~' K-'. The thermal
conductivity of the test structures is easily determined by iden-
tifying the region of frequency independent V;,, and fitting Eq.
(2) to the data.

4 Results

Figure 4 shows Eq. (1) fit to 3w data on the different length
bridge structures taken at 85 K and 294 K. The thermal conduc-
tivity k and time constant 7y, determined from Eq. (1), are also
shown in this figure. The data and Eq. (1) fit are normalized for
clarity since the value of V3, is different for each bridge structure.
As the bridge length decreases, the thermal time constant also
decreases. This is expected since a shorter bridge structure will
take less time to equilibrate. In addition, the time constant in each
structure decreases as the temperature decreases. This causes the
region of frequency independent V3, response to span a longer
frequency range. Figure 5 summarizes the thermal time constant
results from the data shown in Fig. 4. The time constant, which
increases at higher temperatures, is related to the phonon mean
free path and equilibration time. At lower temperatures, the pho-
non mean free path is longer than at higher temperatures, and the
bridge structures take less time to equilibrate. The longer bridge
structures also take more time to equilibrate than the shorter
bridge structures since the longer bridge structures create more
scattering events along the length of the bridge, which in turn
leads to longer equilibration time.

Figure 6 compares the thermal conductivity of the four bridge
structures taken with the 3w technique to the thermal conductivity
determined with the steady state method. The thermal conductiv-
ity 3w data are reported in increments of 1.0 K. As previously
motioned, there were approximately three frequency sweeps taken
before the sample changed 1 K, so each data point in the 3w
represents the statistical average of three measurements. The stan-
dard deviation among the three measurements at each temperature
increment is less than 2% for all temperatures; the sizes of the
data points are greater than the uncertainty among the three mea-
surements at each temperature.

Notice there is a length dependency in the thermal conductivity
measurements, which could arise from the contact resistance at
the bridge/bond pad junction [24]. This dependency is far less
apparent in the 3w data taken at lower temperatures, but at higher
temperatures, the same dependency exists between the 3w and the
steady state measurements. Some of the length dependency error
has been considered in the steady state analysis by examining
bond pad heating [24]. Some length dependency error could also
result from the geometry of the test structure; for example, the
electrical connections are placed on the bond pads and not on the
suspended test structure. This could add to the measured electrical
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Fig. 4 3w voltage on the different length bridge structures with the Eq. (1)
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clarity. The frequency independent region of the 3w voltage responses in-
creases with a decrease in temperature.

resistance and subsequent thermal conductivity measurements. In
addition, the locations of the electrical connections on the bond
pads are not exact for each sample, which would also add to the
error among the samples. The measured thermal conductivities of
the bridge structures should not be length dependent (at these
bridge lengths of several hundred microns), and the length depen-
dencies are associated with measurement and instrumentation er-
rors. The 3w measurements appear to be less sensitive to these
errors.

Figure 7 shows the 3w measured thermal conductivity com-
pared with the steady state data over the temperature range from
85 K to 294 K. The steady state thermal conductivity data on the
bridge structures are larger than the thermal conductivity deter-
mined with the 3w technique, especially at low temperature. The
temperature trends and values of the 3w data show much better
agreement with literature values for polysilicon [3,5,8-10] than
the steady state measurements.

10 T T T T
m 85K
— ® 294K
n 8L i
£ °
S
s 6F .
®
S °
o
o 4F §
£
© [
]
= . n
[ ]
O " ' n 1 n 1 n 1 "
100 200 300 400 500 600

Bridge length, L [um]

Fig. 5 Thermal time constant y as a function of bridge length
L determined at two different temperatures
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In comparison of the 3w polysilicon thermal conductivity to
other reported values, potential for radiative heat losses must be
considered; convective heat losses are considered negligible for
microstructures under high vacuum [7,12,13,21]. These 3w tests
were conducted in a vacuum chamber with a maximum pressure
of 1 mTorr and recent experimental and theoretical results have
shown that convective losses can be neglected at pressures below
500 mTorr on samples with identical geometries subject to similar
testing conditions [25].

Radiative heat loss per unit time per unit length W from a
bridge with a rectangular cross section of area A=d X w, where d
is the thickness and w is the width of the bridge, to the environ-
ment of temperature 7, is given by

W(x,1) = 2e0(d + w)[T*(x,1) — T} (3)

where e is the emissivity of the polysilicon surface, o is the
Stefan—Boltzmann constant (5.67 X 107 W m™2 K™#), x is the po-
sition along the polysilicon film, and 7 is the time. Defining an
impulse function A(x,?), which represents the integral of the re-
sponses of the bridge to the instant “force” of current at each time
interval [21], Eq. (3) can be approximated as

W= 8eo(d+ w)TSA(x,t) 4)

Following a similar analysis to the cylindrical rod radiation loss
calculation by Lu et al. [21], the radiation heat loss coefficient g
for a bridge with a rectangular cross section is given by

8ea(d+w)T;
g=—

Cdw )

Radiation heat loss can be neglected if gy<<1. Taking the worst
case scenario from the measured time constants in Fig. 5 for a
500 wm bridge at 294 K with y=7.5 ms and assuming an emis-
sivity of wunity and bulk Si heat capacity of C=1.66
X 10% J m™3 K~ [26] yields a criterion value of 2.8 X 1072, which
is low enough to neglect radiation losses. However, to avoid in-
accuracies from using bulk values for heat capacity, the math-
ematical definition of y can be used with Eq. (5) to yield a crite-
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rion value based on the thermal conductivity measurements given  (6), which is certainly low enough to neglect radiation heat loss

by [7].
As previously mentioned, electrical and thermal resistances in
8ea(d +w)ToL? p y .
au W;le 0= <1 (6) the bond pads not associated with the test structure for which the
W

3w measurements are insensitive in the frequency domain can be
Taking the 500 um bridge at 294 K with a measured k of treated as an offset to the measured thermal conductivity [16].
67 W m~' K~! yields a criterion value of 2.35X 1073, using Eq.  Electrical resistance and bond pad offsets were neglected in the
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Fig. 7 Temperature dependent thermal conductivity data on the polysilicon
bridge test structures. The 3w and steady state measurements are both
presented for comparison. The differences between the two sets of data
determined from the different measurement techniques can be explained by
the effects of bond pad heating and thermal boundary resistance between
the Al wire bonded film and the bond pad.
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analysis of the steady state data [11]. The lumped thermal resis-
tance of the Al film to which the wires are bonded and the thermal
boundary resistance [27] between the Al and the P4 polysilicon
layer on the bond pad could play a significant role in thermal
conductivity measurements, which may explain the difference be-
tween the 3w and steady state measurements at the lower tempera-
tures. To compare the steady state and 3w measurements, these
considerations are addressed in more detail by lumping these re-
sistances into an interface resistance formulation. The thermal re-
sistance not in the bridge test structure R is estimated by [16]

1 1

R:d(a—zj @

where k3, is the thermal conductivity measured with the 3w tech-
nique, kg is the thermal conductivity measured with the steady
state technique, and d is the thickness of the P4 polysilicon layer.
Since the 3w technique is insensitive to the Al pad and interface
resistances, the thermal conductivity determined with the 3w tech-
nique represents the thermal conductivity of the polysilicon mi-
crobridge. The steady state measurements represent the thermal
conductivity measured from voltage connection to voltage con-
nection, which includes heat flow through the bond pads and is
sensitive to the thermal resistances of the two Al bond pads and
the thermal boundary resistances between the Al and the P4 struc-
tures. Using Eq. (7) the additional thermal resistance R is calcu-
lated from the difference between the two data sets shown in Fig.
7. Equation (7) calculations are shown in Fig. 8 along with calcu-
lations for an interface resistance assuming two parallel thermal
resistors of a 700 nm Al film and an Al/Si interface. Using a
lumped thermal resistance for the Al bond bad, and assuming a
thermal conductivity of bulk Al, the Al film’s thermal resistance is
given by Rpj=da;/ ks, where the temperature dependent thermal
conductivity is taken from experimental data [28]. Using a bulk Al
thermal conductivity for the 700 nm bond pad is valid since the
electron mean free path in Al is approximately 50 nm [29]. The
thermal resistance of an Al/Si interface is estimated from the dif-
fuse mismatch model (DMM) [27]. The total resistance is then
estimated as Ryegiciea= (Ra1+Rpvm) /2.

To apply the DMM in its simplest form, the following assump-
tions are made [30]: (1) phonons are elastically scattered, (2) pho-
non scattering is completely diffused, and (3) the materials on
either side of the interface are treated as Debye solids giving
constant longitudinal and transverse acoustic velocities throughout

043201-6 / Vol. 131, APRIL 2009

the Brillouin zone. Using the DMM, the thermal boundary resis-
tance Rpyy from side 1 (Al) to side 2 (Si) can be calculated by

1 1 " on(v,T
=_E Uy /athDl,j(V) (.0)
Rpvmm 475 0 aT

dv (8)

where the subscripts 1 and j refer to the side and the mode (with
one longitudinal mode and two transverse modes, so Eq. (8) is
summed over the three modes), respectively, v is the phonon fre-
quency, u is the phonon velocity, vﬁ’ ; refers to the cutoff frequency
of mode j on side 1, « is the phonon transmission coefficient, & is
Planck’s constant, D is the spectral phonon density of states per
unit volume, and n is the Bose—Einstein distribution function.
With assumption (3) discussed above, the Debye density of states
per unit frequency per unit volume is given by

217
D, (v)= y )

Lj
which leads to the cutoff frequency of mode j on side 1 being

defined as [30]
. 3N1 1/3
VL =W\ g

where N is the total number of oscillators per unit volume of side
1. In cubic structures, such as Al, N=pN,/M, where p is the mass
density, N4 is Avogadro’s number, and M is the atomic weight.
The Bose—Einstein distribution function is defined as

1
n(v,T)=
(v,7) ]
exp| — | -

Pl
where kp is Boltzmann’s constant, and the phonon transmission
coefficient from side 1 (Al) to side 2 (Si) under the three assump-
tions discussed above is defined as [27]

2]
@ = - J
2 ufj+ 2 ug?j

j j

With Egs. (8)—(12), Rpm is calculated for an Al/Si interface as a
function of temperature, as shown in Fig. 8. For these calcula-
tions, taking Al as side 1 and Si as side 2, the following thermo-
physical parameters were used [27]: u;;=6240 ms™', u s
=3040 ms7!,  u;;=8970 ms~!, up;=5332 ms!, p
=2700 kg m~3, and M,=0.027 kg mol~".

The thermal boundary resistance determined from the compari-
son of the steady state and 3w data (via Eq. (7)) shows agreement
within an order of magnitude of the DMM calculations. This
could be due to several aspects of the microbridge test samples
not taken into account in DMM calculations such as temperature
gradients in the bond pad due to Joule heating, changes in geom-
etry at the bridge/bond pad junction, and additional carriers in the
polysilicon due to the phosphorous dopants. The low temperature
trends in the DMM are driven by phonon quantum state filling in
accordance with the Bose-Einstein statistical distribution. The
matching R trends in the Fig. 8 data at low temperatures suggest
that the deviation in the temperature trends between the steady
state and 3w data are due to phonon-phonon scattering in thermal
boundary conductance. At higher temperatures R rapidly de-
creases in the Eq. (7) calculations but approaches a constant value
in the DMM calculations. The trend in the experimentally deter-
mined R could be due to electron-electron conductance at the
interface, which contributes a linear temperature trend to thermal
boundary resistance [31].

Although the discrepancies between the steady state and 3w
experimental measurements are explained, in part, by the thermal
boundary resistance between the Al contact and the bond pad,

(10)

(11)

(12)
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there are other experimental aspects that could be contributing to
the different measurements. For example, the silicon microbridges
are polycrystalline, and the differing sensitivities of the 3w and
steady state techniques to grain boundaries are relatively un-
known. Also, the geometric change from the bond pad to the
microbridge could lead to different types of responses. In addition,
the steady state data show a length dependency, which could be
due to analysis techniques on the raw data involving bond pad
heating [24]. A similar analysis may be appropriate for the 3w
data.

5 Conclusions

Thermal conductivity measurements were made on polysilicon
microbridges that were 10 um wide and ranged from 200 um to
500 wm long with the 3w technique and compared with measure-
ments made on the same structures with a steady state resistance
technique. The measurements with the 3w technique exhibit less
of a dependence on length than the steady state measurements and
agree much better with previously reported values of thermal con-
ductivity of polysilicon microbridges. An explanation for the dif-
ferences between the conductivities measured with the two differ-
ent techniques is the thermal resistances of the Al and polysilicon
layers in the bond pad.
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Nomenclature
A = cross-sectional area, m?
C = heat capacity, ] m™ K~!
D = spectral phonon density of states, s m™
d = bridge thickness, m
g = radiation heat loss coefficient, s~!
h = Planck’s constant, J s
k = thermal conductivity, W m~! K~!
ky = Boltzmann’s constant, J K~!
L = bridge length, m
M = atomic weight, kg mol™!
N = oscillators per unit volume, m>
N4 = Avogrado’s number, mol~!
n = Bose—Einstein distribution function
R = electrical resistance, ()
Rgp = thermal boundary resistance, W~! m? K
T = temperature, K
t = time, s
u = phonon velocity, m s7!
V = voltage, V
W = power loss per unit length, W m™!
w = bridge width, m
X = positions, m

Greek Symbols

= phonon transmission coefficient
= impulse function, K

thermal time constant, s

= emissivity

= phonon frequency, s~
mass density, kg m™

T v o P
Il

Journal of Heat Transfer

o = Stefan-Boltzmann constant, W m~2 K=
o = angular frequency, rad s~

Subscripts
1 = side 1

3w = third harmonic
cl = convection loss
DMM = calculated with the DMM

i = intrinsic
J = phonon mode (longitudinal or transverse)
L = longitudinal mode
m = measured
T = transverse mode
Superscripts
¢ = cutoff
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Molecular Dynamics Based
Analysis of Nucleation and
Surface Energy of Droplets in
Supersaturated Vapors of
Methane and Ethane

Homogeneous nucleation processes are characterized by the nucleation rate and the
critical droplet size. Molecular dynamics simulation is applied for studying homogeneous
nucleation during condensation of supersaturated vapors of methane and ethane. The
results are compared with the classical nucleation theory (CNT) and the Laaksonen—
Ford—Kulmala (LFK) model that introduces the size dependence of the specific surface
energy. It is shown for the nucleation rate that the Yasuoka—Matsumoto method and the
mean first passage time method lead to considerably differing results. Even more signifi-
cant deviations are found between two other approaches to the critical droplet size, based
on the maximum of the Gibbs free energy of droplet formation (Yasuoka—Matsumoto) and
the supersaturation dependence of the nucleation rate (nucleation theorem). CNT is
found to agree reasonably well with the simulation results, whereas LFK leads to large

deviations at high temperatures. [DOI: 10.1115/1.3072909]

Keywords: phase transition, nucleation, molecular dynamics

1 Introduction

Nucleation processes in vapors at very high supersaturations,
i.e., in the vicinity of the spinodal, cannot be studied with experi-
mental methods because they are very fast, exhibiting rates that
exceed the range accessible to measurement. Homogeneous nucle-
ation supposes the absence not only of microscopic particles, but
also of confining walls, a condition that is hard to approximate in
experiments.

However, understanding homogeneous nucleation is required to
develop an accurate theoretical approach to nucleation that ex-
tends to more complex and technically more relevant heteroge-
neous systems [1-3]. Molecular dynamics (MD) simulations can
well be used to investigate the condensation of homogeneous va-
pors at high supersaturations.

The nucleation rate J is influenced to a large extent by the
surface energy of emerging droplets, which also determines how
many droplets are formed and from which size on they become
stable. The accuracy of different theoretical expressions for the
surface energy can be assessed by comparison to MD simulation
results.

2 Nucleation Theory

CNT was developed by Volmer and Weber [4] in the 1920s and
further extended by many contributions during the following de-
cades [5]. It is founded on the capillarity approximation: droplets
emerging during nucleation are assumed to have the same thermo-
dynamic properties as the saturated bulk liquid. In particular, the
specific surface energy e of the emerging nanoscaled droplets is
assumed to be the surface tension v, of the planar phase boundary
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in equilibrium. Laaksonen et al. [6] (LFK) proposed a surface
energy coefficient «(¢) that depends on the number ¢ of molecules
in the droplet, such that &= k(1)7y, with

k() =1+ a;(T)"3 + ay(T) 7?3 (1)

Tanaka et al. [7] found that this expression leads to nucleation
rates which agree with their simulation results.

It was shown both theoretically [8,9] and by simulation [10,11]
that the surface tension acting in the curved interface of nano-
scaled droplets is actually lower than in a planar interface. Figure
1 shows plots of the surface energy coefficient «(¢) for methane
and ethane at different temperatures. At low temperatures, LFK
does indeed yield lower specific surface energies for ¢— 0. How-
ever, at high temperatures of about 0.9 T, LFK assumes that
small droplets have a significantly higher specific surface energy
than the planar interface, cf. Fig. 1.

The Gibbs free energy of droplet formation,

AG=A8—VpdkBT1H S#—G] (2)

with respect to the Gibbs free energy G; of a single-molecule
“droplet,” is composed of the positive surface contribution as dis-
cussed above, where the surface area is given by A, and a negative
contribution of the volume V, where p, is the density of the drop-
let and S, is the supersaturation of the vapor in terms of the
chemical potential [4,5]. The relation between droplet size ¢, sur-
face area A, and volume V is given by assuming that all droplets
are exactly spherical and have the same density p, as the saturated
bulk liquid.

The number N of small droplets with a Gibbs free energy of
formation AG in metastable equilibrium with a supersaturated va-
por consisting of N; molecules is given by [4]

N =N, exp(— AG/kgT) (3)

For relatively large droplets, however, the steady state distribution
that is established in the initial nucleation stage of a condensation
process is dominated by nonequilibrium phenomena. The steady
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Fig. 1 Dependence of the LFK surface energy coefficient «(¢)
for methane (—) and ethane (- - -) on the droplet size ¢

state probability P(:) for a droplet to contain ¢ molecules can be
related to the corresponding equilibrium probability Py(c) by

‘ du
P(1) = <I—Jf1 m)f’o(d (4)

as determined by Yasuoka and Matsumoto [12]. Therein, B(t) is
proportional to the frequency of size changes for a droplet con-
taining ¢ molecules.

The critical droplet size ¢* is the number of molecules in a
droplet for which the Gibbs free energy of formation assumes its
maximal value AG™ [4,13]. The height of this energy barrier is the
most influential parameter on the nucleation rate according to
CNT [5].

J =N, exp(— AG*kgT)A*p*\h~' 20 (5)

where A™ is the surface area of a critical droplet, p? is the pressure
of the supersaturated vapor, \ is the thermal wavelength, Z is the
Zel’dovich factor, and ® is the nonisothermal factor.

3 Simulation Method

Both the critical droplet size [14,15] and the nucleation rate
[7,12,14,16-18] can be determined by molecular simulation. After
an initial period of equilibration, the steady state distribution of
droplets is established. The equilibrium distribution can then be
obtained by Eq. (4), which transforms to

Cd
P()(l,)zexp<1fl m)P(L) (6)

according to Yasuoka and Matsumoto [12]. This translates to val-
ues for AG, cf. Eq. (3), from which AG* and «* can be determined
[14]. An approximation for the critical droplet size is also given
by the “nucleation theorem™ [19]:

. dlnJ
Lx( )_1 @
dlnS,/r

Both of these methods for calculating ¢* require data on the nucle-
ation rate J, i.e., the number of macroscopic droplets emerging per
volume and time in a steady state at constant supersaturation.
From an MD simulation of a supersaturated vapor, this rate can
straightforwardly be extracted by counting the droplets that ex-
ceed a certain threshold size. This method was proposed by Ya-
suoka and Matsumoto [12] who found that as long as this thresh-
old is significantly higher than the critical droplet size, its precise
choice hardly affects the observed value of J.

Alternatively, the nucleation rate can also be estimated by fit-
ting data on the mean first passage time, i.e., the temporal delay
required for the first droplet of a given size to appear, to a pre-
defined kinetic model [16].

To adequately evaluate these theories, it is furthermore neces-
sary to determine the supersaturation in terms of the chemical
potential:
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Fig. 2 Number of droplets containing at least 25, 100, ..., 1000
molecules over simulation time [17]. Methane was regarded at
130 K and 1.606 mol/l in a volume of (63.7 nm)3.
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based on an integral between the saturated vapor pressure p, and
the supersaturated pressure pU along the isotherm of the meta-
stable vapor, where p is the density of the vapor. That integral can,
in principle, be evaluated by extrapolating from the stable to the
metastable regime. However, it is both more reliable and more
consistent to interpolate between MD results for the density de-
pendence of the supersaturated vapor pressure [20,21]. An ex-
tended series of simulations including metastable states was re-
cently carried out by Baidakov et al. [22] for the Lennard-Jones
(LJ) fluid.

The present study of methane and ethane is based on MD simu-
lation of supersaturated vapors. Methane was modeled as a simple
LJ fluid with the size parameter o7;=3.7281 A and the energy
parameter e;/kg=148.55 K. For ethane, a rigid two-center LJ
fluid model was used; both LJ centers had the parameters oy
=3.4896 A and e;/kz=136.99 K with a distance of 2.3762 A
between them and a point quadrupole with a moment Q
=0.8277 DA in the center of mass. These models were presented
in previous work [23] and shown to reproduce data on the vapor
pressure with an error of 3% or less, while for other key properties
of systems with vapor-liquid coexistence, such as the saturated
liquid density and the enthalpy of vaporization, the deviations are
even lower.

Since simulated inhomogeneous systems are particularly af-
fected by the choice of the cutoff radius [24,25], comparatively
large values were specified in the present work: the cutoff radius
was at least 1.75 nm for methane and 1.85 nm for ethane. All
present MD simulations contained more than 100,000 molecules,
which minimizes the influence of finite-size effects [16]. The
simulations were conducted in the canonical ensemble, with con-
stant number of molecules, volume, and temperature.

Based on these simulations, the critical droplet size was deter-
mined from AG maxima as well as the nucleation theorem. The
required nucleation rates, published separately [17], were obtained
according to the Yasuoka—Matsumoto method [12] with suffi-
ciently large threshold sizes. Additionally, a system below the
triple point was simulated to compare a published nucleation rate
based on the mean first passage time (MFPT) method [16] with
the corresponding result of the Yasuoka—Matsumoto method.

4 Simulation Results

Confirming the applicability of the Yasuoka—Matsumoto ap-
proach to the nucleation rate, Fig. 2 shows that larger droplets are
formed at lower rates, but these rates are all within one order of
magnitude [17]. This difference is negligible compared with the
deviations observed for the theoretical predictions. Moreover, the
pressure decreases over simulation time as more and larger drop-
lets are formed and the vapor is depleted, which explains the
lower rates observed at a later stage of the nucleation process.
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Fig. 3 Dependence of the Gibbs free energy of droplet forma-
tion on the droplet size for ethane at 280 K and two different
densities, calculated from the metastable equilibrium (H) and
the steady state distribution (O) as well as CNT (—) and LFK
(--)

Wedekind et al. [16] simulated supersaturated vapors of the LJ
fluid, interpreted, in their case, as a model for argon, and deter-
mined nucleation rates according to the MFPT method. Converted
to values for methane, the MFPT nucleation rate is 103" m=3 s~!
at 63.6 K and 0.1391 mol/l. In the present MD simulation with
1.26 X 10° molecules at the same conditions, the rate of formation
for droplets exceeding a size of ten molecules was found to be
6x10% m= s~!. Data on larger droplets were insufficient to de-
termine a nucleation rate. However, J must be even lower than
that, because extremely small droplets are formed at higher rates
than macroscopic ones [12]. Hence, the MFPT method deviates
from the Yasuoka—Matsumoto nucleation rate in this case by at
least a factor of two. This confirms results of Romer and Kraska
[18] who observed a deviation of a factor of ten between the
MFPT and Yasuoka—Matsumoto approach.

Plots of the Gibbs free energy of droplet formation for ethane at
280 K and different supersaturations are shown in Fig. 3. A maxi-
mum is clearly visible, if the equilibrium distribution is taken as a
basis. For comparison, values estimated directly from the steady
state, i.e., by assuming P(t)=Py(¢) instead of Eq. (6), are indi-
cated as well. These plots do not exhibit a maximum and, as
expected, the steady state begins to diverge significantly from the
equilibrium distribution only near the critical droplet size. The
simulation results also show that both CNT and LFK are qualita-
tively correct in these cases. However, CNT underestimates AG
while LFK overestimates it. Moreover, in both cases it is clearly
visible that LFK is a good approximation for the smallest droplets
that contain 20 or less molecules.

The nucleation rates from MD simulation confirm CNT, devia-
tions are throughout lower than three orders of magnitude. The
LFK model provides a better approach to systems at lower tem-
peratures (Fig. 4), whereas near the critical point it leads to con-
siderable deviations (Fig. 5).
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Fig. 4 Nucleation rates of methane and ethane at low tempera-
tures from simulation [17] determined according to the
Yasuoka—Matsumoto method with different threshold sizes (H)
as well as CNT (—) and LFK (- - -)
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Fig. 5 Nucleation rates of methane and ethane at high tem-
peratures (0.89 and 0.92 T,) from simulation [17] according to
the Yasuoka—Matsumoto method with different threshold sizes
(M) as well as CNT (—) and LFK (- - -)

Values of the critical droplet size obtained from AG maxima
and the nucleation theorem are compared in Fig. 6. The results
from both approaches deviate from each other roughly by a factor
of two and the AG maxima agree particularly well with the LFK
model.

5 Conclusion

The nucleation rate and the critical droplet size were studied for
methane and ethane by MD simulation of supersaturated vapors.
Different approaches for evaluating these simulations were com-
pared with each other as well as with CNT and the LFK model.

Deviations in the order of a factor of two were found both for
the MFPT approach to the nucleation rate and for the estimate of
the critical droplet size based on the nucleation theorem, with
respect to the corresponding methods proposed by Yasuoka and
Matsumoto [12]. A factor of two is hardly relevant for practical
purposes if it is applied to the nucleation rate, but in case of the
critical droplet size such a deviation leads to qualitative errors.
This is due to the fact that * is roughly proportional to AG”,
which carries exponential weight in Egs. (3) and (5) and similar
expressions [4].

A particularly significant deviation was found between the
nucleation rate from simulation and the LFK model at high tem-
peratures. This may be due to the surface energy term of the LFK
model, which assumes an unphysical increase in the specific sur-
face energy for small droplets at high temperatures; as Tolman [8]
showed, the surface tension (dG/dJA), r converges to zero for A
—0. In particular, LFK overestimates AG" at high temperatures
and high supersaturations (conditions with 50 <<¢*<500), which
leads to the low predictions of J shown in Fig. 5.

However, for the Gibbs free energy of formation of extremely
small droplets (¢<25), consisting of a few molecules only, the
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Fig. 6 Critical droplet size for methane and ethane from
maxima of the Gibbs free energy of droplet formation (H) and
the supersaturation dependence of the nucleation rate (O) as
well as CNT (—) and LFK (- - -)
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LFK model was found to be a good approximation even at high
temperatures, although it assumes an unphysically high specific
surface energy under these conditions.

This result can be explained by taking two phenomena into
account: (1) All droplets are supposed to be exactly spherical,
whereas the average area to volume ratio may actually be signifi-
cantly increased for nanoscale droplets. Considering this, one ob-
tains a higher surface energy, even for a lower surface tension. (2)
According to the capillarity approximation, the chemical potential
inside a droplet is assumed to be the saturated bulk chemical
potential. On the other hand, the pressure is significantly increased
due to the surface tension, which decreases the (negative) volume
contribution to AG. This effect leads to a larger Gibbs free energy
of droplet formation even if no additional surface effects are con-
sidered.
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Nomenclature
A = surface area
B = intensity of droplet size fluctuations
G = Gibbs free energy
G, = Gibbs free energy of a single-molecule droplet
J = nucleation rate
N = number of droplets
N; = number of vapor molecules
P = steady state probability
Py = equilibrium probability
Q = quadrupole moment
S, = supersaturation (with respect to the chemical
potential)
T = temperature
T. = critical temperature
V = volume
Z = Zel’dovich factor
h = Planck constant
kg = Boltzmann constant
p = pressure
ps = saturated vapor pressure
p¥ = supersaturated vapor pressure
® = nonisothermal factor
a; and @, = parameters of the LFK model
v = surface tension
vy = surface tension of the planar phase boundary
& = specific surface energy (with respect to the
surface area)
gry = energy parameter of the Lennard—Jones
potential
number of molecules in a droplet
= LFK surface energy coefficient
thermal wavelength

> X
[
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p density

pqs = density of a droplet

op; = size parameter of the Lennard—Jones potential
* = property of a critical droplet
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Nanodiamonds in Turbulent Pipe

This paper aims to study the convective heat transfer behavior of aqueous suspensions of
nanodiamond particles flowing through a horizontal tube heated under a constant heat
flux condition. Consideration is given to the effects of particle concentration and Rey-
nolds number on heat transfer enhancement. It is found that (i) significant enhancement
of heat transfer performance due to suspension of nanodiamond particles in the circular
tube flow is observed in comparison with pure water as the working fluid, (ii) the en-
hancement is intensified with an increase in the Reynolds number and the nanodiamond
concentration, and (iii) substantial amplification of heat transfer performance is not

attributed purely to the enhancement of thermal conductivity due to suspension of nano-
diamond particles. [DOI: 10.1115/1.3072923]

Keywords: nanofluids, nanodiamond, convective heat transfer, Reynolds number, Nusselt
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1 Introduction

Crystalline solids have thermal conductivities higher than fluids
by one to three orders of magnitude. By intuition, one expects that
thermal conductivities of particle-fluid mixtures are higher than
those of pure fluids, as pointed out by Maxwell [1] more than a
century ago. The conventional solid-liquid mixtures in which mil-
limeter and/or micrometer-sized particles are added are known as
slurries. It is known that slurries settle rapidly, clog flow channels,
erode pipelines, and cause severe pressure drop and other unde-
sirable problems. Therefore, fluids with suspended large particles
have little practical application in heat transfer enhancement.

Modern technology makes it possible to produce particles
<100 nm in diameter for suspending in conventional fluids such
as water, engine oil, and ethylene glycol. This new class of fluids
is referred to as “nanofluids,” whose term is first named and used
by Choi [2]. Compared with micron-sized particles, nanoparticles
have much larger relative surface areas and a great potential for
heat transfer enhancement. Based on this idea, many studies were
conducted to explore superior properties of nanofluids, such as
large surface-area-to-volume ratio, stable suspension, and no flow
passage clogging, which are suitable in heat transfer applications.
This is because the much larger surface areas of nanophase pow-
ders relative to those of conventional powders not only markedly
improve conduction heat transfer capabilities but also increase the
stability of suspensions.

Eastman et al. [3] demonstrated that oxide nanoparticles such as
Al,0O3 and CuO have excellent dispersion properties in water, oil,
and ethylene glycol and form suspensions. Lee et al. [4] measured
thermal conductivity of fluids containing Al,O3 and CuO particles
so that for the copper oxide/ethylene glycol system, thermal con-
ductivity can be enhanced by more than 20% at 4 vol %. In par-
ticular, they disclosed that the thermal conductivity of nanofluids
depends on that of both the base fluids and particles. Using the
measured thermal conductivity and viscosity data, Wang et al. [5]
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concluded that the increase in pressure drop is about the same as
the increase in heat transfer for both laminar and turbulent flows
in a circular tube for all of the fluid-particle mixtures. Most of
these studies are on the effective thermal conductivity under mac-
roscopically stationary conditions. There are very few studies on
the other aspects related to nanofluids such as phase change be-
havior (for example, Ref. [6]) and convective heat transfer.

Lee and Choi [7] estimated the performance of microchannel
heat exchangers with water, liquid nitrogen, and nanofluids as the
working fluid and showed the superiority of a nanofluid-cooled
microchannel heat exchanger. Pak and Choi [8] investigated con-
vective heat transfer in the turbulent flow regime using the mixed
fluids of water-Al,O5 and water-TiO,. As for the mechanism of
heat transfer enhancement of the nanofluid, Xuan and Roetzel [9]
found that the effects of transport properties of the nanofluid and
thermal dispersion are included. Xuan and Li [10] measured con-
vective heat transfer of water-Cu nanofluids and found substantial
heat transfer enhancement. Wen and Ding [11] reported an experi-
mental work on the convective heat transfer of nanofluids made of
water and y-Al,O3 nanoparticles in the laminar flow region. They
proposed that the enhancement of convective heat transfer is at-
tributed to a nonuniform distribution of thermal conductivity and
viscosity field and an attenuation of the thermal boundary layer
thickness. The heat transfer behavior of aqueous suspensions of
multiwalled carbon nanotubes (CNTSs) in the laminar tube flow is
experimentally studied by Ding et al. [12]. They proposed that
enhancement of the convective heat transfer is ascribed to particle
rearrangement, shear induced thermal conduction enhancement,
reduction of thermal boundary layer thickness, and the higher as-
pect ratio of CNTs. A similar heat transfer argumentation in the
convective flows is proposed by many researchers. On the con-
trary, there is no information on heat transfer characteristics of
water-diamond nanofluids in the turbulent pipe flow.

The purpose of the present study is to investigate heat transfer
characteristics of circular pipe flow including nanodiamond par-
ticles. Emphasis is placed on the effect of the suspension with the
particles, i.e., the volume fraction of particles and Reynolds num-
ber on heat transfer performance in the turbulent flow.

APRIL 2009, Vol. 131 / 043203-1



Fig. 1

2 Experimental Setup and Measurement Methods

In general, the heat transfer coefficient of the thermal fluid flow
including nanofluids is affected by the Reynolds number, thermal
properties, and so on. In this work, the viscosity and thermal
conductivity of nanodiamond fluids are considered here to study
the effect of convective heat transfer. The nanoparticle dimension
is ranged from 2 nm to 10 nm. Nanoparticle suspensions are far
more stable than suspensions of larger particles [13]. One of the
few methods of assessing nanofluid stability is to visually inspect
fluid sample over an extended period of time. Figure 1 depicts the
picture of 0.4% and 1% nanodiamond fluids after 60 days. The
corresponding pH for two nanofluids is 6.62 and 6.35, respec-
tively. One observes that no concentration gradient appears in
both nanofluids. It implies no long-term degradation in thermal
performance due to setting inside the cooling system’s reservoir.

2.1 Measurement of Viscosity of Nanodiamond
Nanofluids. The viscosity is measured by using the Cannon—
Fenske viscometer. The measurements are done on nanofluids of
different nanodiamond concentrations, i.e., a reverse tube capil-
lary viscometer. The same measurement method is employed by
Yang et al. [14]. At the same time, the relationship between the
average particle size and the zeta potential in nanofluids was mea-
sured by using ELSZ-2 zeta potential and particle size analyzer
(Otsuka Electronics Co., Ltd., Japan). For reference, a transmis-
sion electron microscope (TEM) image of the sample is depicted
in Fig. 2. The electron micrograph shows that the particles are
dispersed in the fluid and some are in the format of agglomerates.

Fig. 2 TEM image of nanodiamond particles
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2.2 Experimental Apparatus and Measurement Method of
the Convective Heat Transfer Coefficient. The experimental
system for measuring the convective heat transfer coefficient is
illustrated schematically in Fig. 3. It consists of a flow loop, a
power supply unit, a cooling device, and a flow measuring and
control unit. The flow loop includes a pump, a digital flowmeter, a
reservoir, a collection tank, and a test section. A straight seamless
stainless tube with 1000 mm length, 4.0 mm inner diameter, and
4.3 mm outer diameter is used as the test section. The whole test
section is heated with the aid of the Joule heating method through
an electrode linked to a dc power supply. The power supply is
adjustable and its maximum power is about 1000 W. Six K-type
thermocouples (0.01 mm in diameter) are mounted on the test
section at axial position of 150 mm from the inlet of the test
section to measure the wall temperature distribution, and two fur-
ther K-type thermocouples are inserted into the reservoir and col-
lection tank at the inlet and exit of the test section to measure the
bulk temperatures of nanofluid, respectively. The maximum flow
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Fig. 3 Experimental apparatus

Transactions of the ASME



rate that the pump can deliver is 25 I/min. In the heat transfer
experiments, the temperature readings from the eight thermo-
couples are recorded by a data logger system with a personal
computer.

The local heat transfer coefficient 4, is defined as

q
h,= (1)
i (wa - me)
where x represents the axial distance from the entrance of the test
section, ¢ is the heat flux, 7, is the measured wall temperature,
and T, is the mixed mean temperature, i.e., the fluid temperature
estimated by the following energy balance:

O,
c,W

P
Here, c), is the heat capacity, T}, is the fluid temperature at the
inlet. Also, Q, and W are the heat rate from the heat wall surface
and the average fluid velocity over the cross section, respectively.
Note that Eq. (2) takes a heat loss through the insulation layer into
account.
The local heat transfer coefficient &, in Eq. (1) is usually ex-
pressed in the form of the Nusselt number Nu, as
N h.D
u, .
where D is the tube diameter, and & is the fluid thermal conduc-
tivity. In general, the Nu number is related to the Reynolds num-
ber (Re) and the Prandtl number (Pr). Thus, A, is arranged in the
form of Re versus Nu, in Sec. 3, because only the nanodiamond
nanofluid is employed. Notice that the thermal conductivity of
nanofluid is strongly dependent on the nanoparticle volume frac-
tion. Hamilton and Crosser [15] proposed a model for liquid-solid
mixtures in which the ratio of conductivity of two phases is larger
than 100 as

T,

mx

=T,

mo

+

)

3)

ky+ (n=Dk;= (n = 1)V(k; = k)
ky+ (n = Dkp+ V(ky— k)
where k; is the thermal conductivity of the discontinuous particle,
kg is the thermal conductivity of the fluid, V is the volume fraction

of particle, and n is the empirical shape factor. V and n are defined
by

k= k; (4)

v
V=" (5)
Vit Vs
and
3
n=— (6)
U

respectively. Here ¢ is the sphericity defined as the ratio of the
surface area of a sphere with a volume equal to that of the particle
to surface area of the particle. /=1 is assumed in the present
study because the nanoparticles are seen like a sphere, as seen in
Fig. 2. In general, if the nanoparticles are dispersed in the pure
solution, then there are a few agglomerated nanoparticles. Thus,
the relationship between the average particle size and the zeta
potential in nanofluid was measured by using ELSZ-2 zeta poten-
tial and particle size analyzer (Otsuka Electronics Co., Ltd., Ja-
pan). Based on the measured large zeta potential and Fig. 2, the
nanoparticles employed here were assumed as spherical particles
in the present study. In the preliminary experiment, the thermal
conductivity was measured by using a KD2 thermal property
meter (Labeell Ltd., UK). The discrepancy between the measured
value and the result predicted by a Maxwell/Hamilton—Crosser
type model was less 1% up to 1% of the particle volume fraction.

Three volumetric concentrations of nanodiamond fluid—0.1%,
0.4%, and 1%—are tested in the present study. The Reynolds
number ranged from 3000 to 6000. An uncertainty analysis [16]
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Fig. 4 Experimental and theoretical results of nanofluids vis-
cosity for different volume fractions

yields the following results: the uncertainty in nanofluid flow rate
is estimated to be *1.5%, the uncertainty in the physical proper-
ties is less than 1%, and the uncertainty in the temperature mea-
surement is estimated to be =1.5%. The thermocouples were cali-
brated in a thermostat water bath and the accuracy was found to
be within 0.1 K.

3 Results and Discussion

3.1 Viscosity of Nanofluid. The viscosity of nanodiamond
fluid was measured under various conditions. Figure 4 shows re-
sults for different concentrations. For comparison, the correspond-
ing viscosities for different concentrations are theoretically esti-
mated using the Batchelor model. The viscosity of nanofluids
increases with increasing nanodiamond concentration. Such be-
havior is also observed by Kinloch et al. [17] for highly concen-
trated aqueous suspensions of multiwalled carbon nanotubes. The
results have an important implication to nanodiamond fluids flow-
ing through the tubular geometry used in this work. In other
words, the viscosity of nanodiamond fluid is higher than the the-
oretical value over the wide range of volume fraction. Using the
measured value, the Reynolds number is determined in the fol-
lowing. For reference, one observed that larger zeta potential ap-
pears in the range of volume fractions measured here, resulting in
nanofluids with uniformly dispersed nanoparticles (10 nm in di-
ameter) up to 1% of the particle volume fraction. He et al. [18]
measured the viscosity of TiO, nanofluids by using a Bohlin CVO
rheometer with a Mooney cell (Malvern Instruments, UK). They
reported that the shear viscosity increases with increasing particle
size. In other words, the effect of particle size on the viscosity
increment becomes minor in nanofluids with substantially small
particles. Putting these facts together, it is postulated that the dis-
crepancy between the measured values and the viscosity of the
suspension with a controlled-shear-rate viscometer becomes mi-
nor, because the nanofluid uniformly dispersed with 10 nm dia-
mond particles is employed in the low volume concentration and
the particle size is smaller than that used by He et al. [18].

3.2 Convective Heat Transfer Coefficient. Having estab-
lished confidence in the experimental system, systematic experi-
ments were performed at different flow conditions (Reynolds
numbers) and different nanodiamond concentrations.

Figure 5 shows the effect of nanodiamond concentration on the
local heat transfer coefficient at various axial distances from the
entrance of the test section at Re=6000. Here, the local heat trans-
fer coefficient is divided by that for the thermally and hydrody-
namically fully developed region in the pure fluid pipe flow. It is
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observed that (i) the presence of nanodiamond particles increases
the convective heat transfer coefficient significantly, and the in-
crease is more considerable at high nanodiamond concentrations;
and (ii) at a given nanodiamond concentration, the heat transfer
coefficient decreases with axial distance because of the entrance
region. A similar trend but with less significant enhancement was
obtained at different lower Reynolds numbers (not shown) and
was also observed by Xuan and Li [10] in the turbulent flow
regime and Wen and Ding [11] at the entrance region in the lami-
nar glow regime. It is observed in Fig. 5 that the local heat trans-
fer coefficient approaches the constant value along the axial direc-
tion, that is, the thermally fully developed region appears in the
downstream region. In the following section, we study the effects
of Reynolds number and nanodiamond concentration on heat
transfer performance in the thermally fully developed region, i.e.,
at x/D=180. Notice that a comparison of nanofluid with pure
fluid indicates that the enhancement of the local heat transfer co-
efficient is much more dramatic than that purely due to the en-
hancement of effective thermal conductivity. For reference, an
increase in the thermal conductivity is depicted in Fig. 6 in the
form of volume fraction versus dimensionless thermal conductiv-
ity with different nanoparticle materials as a parameter. Here, each
thermal conductivity is normalized by one of the pure fluid. It is
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Fig. 6 Comparison of theoretical results of thermal conductiv-
ity for different nanoparticle materials
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seen that the effective thermal conductivity increase with increas-
ing nanoparticle concentration, and maximum enhancement is
about 16% at 5% of the volume fraction.

Figure 7 illustrates the effect of the Reynolds number on the
heat transfer coefficient at x/D=180. The measured values are
summarized in Fig. 7 in the form of Re versus Nu with the nano-
diamond concentrations as the parameter. For comparison, the fol-
lowing well-known Gnielinski’s correlation equation [19] under
the constant heat flux boundary condition is superimposed in Fig.
7 as a solid line.

(f/8)(Re — 1000)Pr

= — (7)
1.07 + 12.7\f/8(Pr?3 - 1)
Here, f is the friction factor as
F=[1.82log;y(Re) — 1.64]72 (8)

Figure 7 depicts the enhancement of the heat transfer coefficient
with reference to pure fluid. It can be seen that the heat transfer
enhancement increases with increasing Reynolds number. This
trend becomes larger with an increase in the nanodiamond con-
centration with the Reynolds number fixed.

Next is to investigate the mechanisms of heat transfer enhance-
ment. The heat transfer coefficient / is a macroscopic parameter
describing heat transfer when a fluid flows across a solid surface
of different temperature. The boundary layer increases with axial
distance until fully developed after which the boundary layer
thickness and hence the convective heat transfer coefficient is
constant. This theory suggests that both an increase in the thermal
conductivity k and/or a decrease in the thermal boundary layer
thickness cause an amplification of the convective heat transfer
coefficient. The maximum enhancement of the thermal conductiv-
ity under the conditions of the convective heat transfer experi-
ments in this work does not exceed 16% for 5.0% nanodiamond
fluid, as seen in Fig. 6. Meanwhile, Fig. 7 shows that the enhance-
ment of the convective heat transfer coefficient is much greater
than that due to the increase in the thermal conductivity, particu-
larly at high nanodiamond concentrations and high Reynolds
numbers. One may therefore simply attribute the large enhance-
ment purely to a decrease in the thermal boundary layer thickness.
No doubt, the reduction in the thermal boundary layer thickness
could be an important factor, but further enhancement on the ther-
mal conduction under dynamic conditions could be another im-
portant factor.

Transactions of the ASME



4 Summary

Experimental study has been performed to investigate the heat
transfer behavior of aqueous suspensions of nanodiamond par-
ticles. Experimental and theoretical methods are employed to ob-
tain the effective thermal conductivity, viscosity, and convective
heat transfer coefficient. Consideration is given to the effect of
particle concentration and Reynolds number on heat transfer en-
hancement. The effective results are summarized as follows.

(1) Significant enhancement of heat transfer performance due
to suspension of nanodiamond particles in the circular tube
flow is observed in comparison with pure water as the
working fluid.

(2) The enhancement depends on the Reynolds number and the
nanodiamond concentration. In other words, the maximum
heat transfer enhancement in the thermally and hydrody-
namically fully developed flow region takes places with an
increase in the Reynolds number and nanodiamond concen-
tration.

(3) Substantial amplification of heat transfer performance is
not attributed purely to the enhancement of thermal con-
ductivity due to the suspension of nanodiamond particles.

The above discussion is mostly from the macroscopic point of
view. Microscopically, particle migration and rearrangement due
to nonuniform shear rate over the pipe cross section could also be
a reason for the observed large heat transfer enhancement. Thus
further work is needed to disclose mechanisms of heat transfer
enhancement.
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Nomenclature
= specific heat, W/kg K
= pipe diameter, m
= friction factor, Eq. (8)
local heat transfer coefficient, Eq. (1)
= thermal conductivity, Eq. (4)
= thermal conductivity of the fluid
= thermal conductivity of the discontinuous
particle
n = empirical shape factor in Eq. (4)
Nu = Nusselt number, Eq. (7)
Nu, = local Nusselt number, Eq. (3)
Pr = Prandtl number
Q, = heating rate, W
g = heat flux, W/m?
Re = Reynolds number, WD/ v
T, = inlet fluid temperature
Tmx = mixed mean temperature, Eq. (2)
V = volume fraction of particle, %
W = mean velocity of fluid, m/s
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x = coordinate, m

a = thermal diffusivity, m?/s

M = viscosity, kg/ms

v = kinematic viscosity, m?/s

p = density, kg/m3
Subscripts

f = fluid

mx = mean

s = solid or surface
wx = axial
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Experimental Study of Flow
Critical Heat Flux in
Alumina-Water, Zinc-Oxide-
Water, and Diamond-Water
Nanofluids

It is shown that addition of alumina, zinc-oxide, and diamond particles can enhance the
critical heat flux (CHF) limit of water in flow boiling. The particles used here were in the
nanometer range (<100 nm) and at low concentration (=0.1 vol %). The CHF tests
were conducted at 0.1 MPa and at three different mass fluxes (1500 kg/m? s,
2000 kg/m? s, and 2500 kg/m? s). The thermal conditions at CHF were subcooled. The
maximum CHF enhancement was 53%, 53%, and 38% for alumina, zinc oxide, and
diamond, respectively, always obtained at the highest mass flux. A postmortem analysis of
the boiling surface reveals that its morphology is altered by deposition of the particles
during boiling. Additionally, the wettability of the surface is substantially increased,

which seems to correlate well with the observed CHF enhancement.
[DOI: 10.1115/1.3072924]
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1 Introduction

Nanofluids are dispersions, or colloidal suspensions, of nano-
scale particles in a base liquid. Recent studies of pool boiling heat
transfer have shown that highly diluted water-based nanofluids
with metal oxide particles have great potential for enhancing the
critical heat flux (CHF). For example, experimenting with alumina
nanoparticles in water boiling on a copper plate, You et al. [1]
observed a 200% enhancement in the CHF. Nanoparticles of vari-
ous materials (silica, titania, ceria, and alumina) were studied in
boiling experiments with heated nickel-chrome wires by Vassallo
et al. [2], Milanova et al. [3], and Kim et al. [4], who measured
CHF increases up to 60%, 170%, and 200%, respectively. Bang
and Chang [5] used a stainless steel plate with boiling water and
alumina nanoparticles to show that the CHF can be increased by
50%. In previous experiments with a steel wire at MIT, CHF gains
of up to 80% were obtained with alumina, zirconia, and silica
nanoparticles in water at concentrations as low as 0.001 vol %
[6]. In these experiments it was also observed that nanoparticle
deposition on the heater surface occurs upon boiling, thus increas-
ing the surface wettability considerably, which could plausibly
explain the large CHF enhancement in nanofluids [6,7]. Similar
nanoparticle deposition was observed by other researchers
[2-5,8]. Inspired by the notable outcomes of all these pool boiling
studies, the applications of nanofluid coolants to nuclear reactors
are being investigated at MIT [9]. However, the thermal and hy-
draulic condition of interest for nuclear reactors, as well as other
potential applications of nanofluids, is flow boiling, for which the
information in the nanofluid literature is very scarce. Preliminary
flow CHF data reported in a recent article have shown that alu-
mina nanoparticles can indeed enhance the flow boiling CHF of
water [10]. On the other hand, Lee and Mudawar [11] observed
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premature burnout experimenting with high-concentration nano-
fluids (1 vol %) in microchannels at laminar conditions. Burnout
in their experiments was due to clogging of the microchannels
from nanoparticle deposition. No systematic studies of the effect
of mass flux, quality, pressure, nanoparticle material, and concen-
tration on the flow boiling and CHF of nanofluids are available in
the literature. The present paper reports the results of new nano-
fluid flow boiling experiments that start to close some of these

gaps.

2 Nanofluid Preparation and Characterization

Three nanoparticle materials were used, i.e., alumina, zinc ox-
ide, and diamond. Alumina was selected for its wide use in the
nanofluid literature. Zinc oxide was selected because zinc exists in
reactor primary coolant through zinc injection. Diamond was se-
lected for its expected colloidal stability in environments with
aggressive chemistries and radiation fields. Concentrated water-
based dispersions of alumina and zinc-oxide nanoparticles were
acquired from Nyacol. The vendor-specified concentration was
20% by weight for alumina and 30% for zinc oxide. A concen-
trated diamond dispersion (4 wt %) was purchased from Plasma-
Chem Gmbh. All dispersions were then diluted with de-ionized
water to the concentrations of interest for the CHF experiments,
ie., 0.001%, 0.01%, and 0.1% by volume. No surfactant was
added to the nanofluids during dilution. The size of the nanopar-
ticles in the diluted nanofluids was measured with a dynamic light
scattering analyzer and was found to be in the 40-50 nm range for
alumina and 50-90 nm for zinc oxide. The vendor-specified aver-
age size of the diamond nanoparticles is 4 nm. Various properties
were also measured including boiling point, surface tension, ther-
mal conductivity, and viscosity and were found to be virtually
identical to those of pure water, which was expected for such
dilute nanofluids. The values of such properties for the alumina
nanofluids are reported in Table 1.
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Table 1 Measured properties for water and alumina nanofluid
Thermal Surface Kinematic
Concentration Boiling conductivity” tension® viscosity®

(vol %) point (°C) W/m K (mN/m) (1077 m?/s)
Water (measured) 0.0 100.6 0.590 72.50 9.25
0.001 100.7 0.586 74.78 9.27
Alumina nanofluid 0.01 100.8 0.588 73.44 9.29
(measured) 0.1 100.8 0.578 73.17 9.45
Water (NIST value) 0.0 99.6 0.602 7243 9.57

*Thermal conductivity, viscosity, and surface tension measured by single-needle heat pulse technique (KD2 handheld meter),
Cannon-Fenske capillary viscometer, and Wilhemly-Plate method (Sigma 703), respectively. Note that all the measurements

were performed at room temperature.

3 Experiment

3.1 Experimental Apparatus. CHF was measured in the
nanofluid flow loop shown in Fig. 1, which consists of a heated
test-section assembly, a preheater, a cooler, a pump, and an accu-
mulator. The loop is constructed with 25.4 mm o.d. (1 in.) stain-
less steel tubing. The test section consists of a tube made of stain-
less steel grade 316 with 6.35 mm (1/4 in.) o.d., 0.41 mm (0.016
in.) thickness, and 100 mm length (Fig. 2). The tube is electrically
heated using two identical dc power supplies operating in parallel
and connected to the tube ends by copper electrodes. The electric
power supplied to the test section is measured with a calibrated
voltmeter and inductive ammeter with an uncertainty of <2%.
Ten equidistant voltage taps along the tube length are used to
confirm that the heat flux in the test section is reasonably uniform
(Fig. 3). The heat flux delivered to the fluid in the test section, ¢”,
is calculated as

g=— (1)
mDL

where V and [ are the measured voltage and current, respectively,
and D and L are the test-section inner diameter and length, respec-
tively. The uncertainty on the calculated value of the heat flux is
< *£4%. The maximum heat flux achievable in the test section is
about 9 MW/m?. Two submerged K-type thermocouples (TCs)
measure the fluid bulk temperatures at the entrance and exit of the
test section, respectively. Other TCs are clamped on the outer
surface of the test-section tube to measure the wall temperature at
various axial locations. The inner wall temperature, T, is calcu-
lated assuming radial heat conduction within the tube wall. The

heat transfer coefficient, /4, is then calculated from knowledge of
the heat flux, the inner wall temperature, and the bulk temperature
T, at the different axial locations

"

__4
Tw - Tb

h 2)
The loop is equipped with a shell-and-tube cooler to reject the
heat and control the test-section inlet subcooling. Pressure can be
controlled by an accumulator and regulated nitrogen overpressure.
However, for the experiments presented here the pressure was
always atmospheric. Also, the accumulator is used to purge non-
condensable gases at the beginning of each run. The flow rate in
the loop is controlled with a centrifugal pump, and measured with
a flowmeter of <= 5% uncertainty.

A series of preliminary tests with pure water (no nanoparticles
present) was conducted to verify the reliability of the measure-
ments obtained in the loop. The loop operation was first verified
by measuring the single-phase convective heat transfer coefficient
in the test section and comparing it to the well-known Gnielinski
correlation [12]. The agreement between the experiments and the
correlation is very reasonable (Fig. 4). The heat losses in the test
section were quantified as follows. The percent heat loss (HL) is
defined as the normalized difference between the electric power
and the fluid thermal power

HL(%) = VI ch(TOUl Tll’l) X 100

Vi 3)

where m is the measured mass flow rate, 7, and T;, are the
measured test-section outlet and inlet temperatures, respectively,
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Fig. 2 The test-section schematic (a) and photo (b)

and c,, is the average specific heat of water between Tj, and Ty
HL is less than 10% at low heat flux (¢” <1.0 MW/m?) and less
than 1% at the high heat fluxes (¢"> ~4 MW/m?) of interest to
the CHF experiments (Fig. 5).

The experimental procedure for the CHF tests is as follows.
After filling the loop with the test fluid, degassing is performed at
80°C for 1 h. Then, the desired flow rate is established and the
power is raised in steps lasting a few minutes each until a new
steady state is achieved (Fig. 6). The flow rate, test-section current
and voltage, pressure, and wall and bulk temperatures are moni-
tored and recorded at each power step. Since the heat flux is
axially uniform, CHF occurs at the test-section exit and can be

6500 —
j .
o IERden i iR .,
5500 —a— 145 kW/m’
1 ” “« <t | e 595 KW/m'
8000  #EEEH——d 4 RS A ATTAKW/ME
~ 4500 oW 3042 KW/m®
c J 4120 KW/m*
§ 4000 <4 5098 KW/m®
= 3500 > 6056 kW/m’
X j
T 3000 Ty Vg Vg VT
@ 2500
= 4
g 2000
S 1500 4
1000 |
P S
0 e e e e

01 2 3 4 5 6 7 8 9 10 11 12 13
Potential drop location

Fig. 3 Axial distribution of the heat flux at different power lev-
els. Location 1 corresponds to the test-section exit and loca-
tion 10 to the test-section entrance.
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detected from the temperature excursion measured by the TCs
near the exit. The control system automatically shuts down the
power supply when any wall TC detects a runaway temperature
excursion. Therefore, the experiment is arrested within 1-2 s of
CHF occurrence. However, the test-section tube typically experi-
ences burnout at the location of CHF (i.e., the exit), so it has to be
replaced after every run. Prior to its use the inner surface of every
new tube is cleaned with acetone to remove any dust, grease, or
other contaminants that could affect CHF.

e e LA B e B e e M B e e
70 + B
Ghnielinski Correlation

60 - G=1,000 kg/m’sec

Re=18,494
—s—"=179 KW/m® B
—+—q"=250 kW/m®
—a— "=299 kW/m® 4

50

40 -

Error of Nusselt number (%)
8
T

0 1 2 3 4 5 6 7 8 9 10 11 12 13
Thermocouple location

Fig. 4 Percentage difference between measured and predicted
local Nusselt number. Location 1 corresponds to the test-
section exit. The large discrepancy after the entrance (loca-
tions 11-12) is due to the thermal entrance effect, which is not
accounted for in the Gnielinski correlation.
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3.2 Results. Figure 7 shows the CHF experimental data for
de-ionized water at three values of the mass flux (G), and com-
pares them to the predictions of the CHF look-up table [13],
which is the most accurate tool for predicting CHF in straight
tubes. Our water data agree well with the predictions of the
look-up table, within =10%, which demonstrates that the loop is
working properly. The exit equilibrium quality, x,, is calculated as

_ CQ(Tout - Tsat) <0 (4)

=
hfg

where T, =100°C and hy,=2257 kJ/kg are the water saturation

temperature and heat of vaporization at atmospheric pressure,

respectively.

The alumina nanofluid CHF experimental data are shown in
Fig. 8, where the CHF is displayed as a function of the exit equi-
librium quality for three values of the nanoparticle concentration
and three values of the mass flux. The data for the low mass flux
(G=1500 kg/m? s) fall within the look-up table =10% “band,”
thus indicating that no CHF enhancement is present at these con-
ditions. However, the data for the intermediate and high mass
fluxes do show a significant enhancement, well above the esti-
mated experimental uncertainty and the look-up table predictions.
The enhancement increases with the mass flux and, to a lesser
extent, with the nanoparticle concentration. The maximum en-
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pressure

hancements for the 0.001 vol %, 0.01 vol %, and 0.1 vol % alu-
mina nanofluids are 33%, 44%, and 53%, respectively, obtained at
G=2500 kg/m? s in all three cases.

The results for the nanofluids with zinc oxide and diamond
nanoparticles are shown in Fig. 9. The maximum measured CHF
enhancement for zinc-oxide nanofluids is 53%, while for diamond
nanofluids is 38%.

4 Data Interpretation

In Sec. 3 it was shown that the CHF of water is enhanced when
nanoparticles of various materials are added to it. In this section
we discuss some clues concerning the possible reasons for such
enhancement. Since the most complete set of data is available for
the alumina nanofluid tests, the following discussion will focus on
the alumina nanofluids.

A change in CHF can be due to either changes in the thermo-
physical properties of the fluid or changes in the surface charac-
teristics of the boiling surface. Since the thermophysical proper-
ties (thermal conductivity, viscosity, surface tension, etc.) of our
nanofluids are almost identical to those of pure water (see Sec. 2),
the CHF enhancement must come from a surface effect. The mor-
phology of the heater inner surface, which is exposed to the test
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Fig. 8 Measured CHF values for alumina/water nanofluids at
atmospheric pressure
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fluid, is expected to change during a nanofluid run because of
nanoparticle precipitation during nucleate boiling. This was con-
firmed by analyzing representative coupons of the test-section
heaters, which were prepared by electron discharge machining
(EDM) (Fig. 10). The coupons were then examined with a scan-

Intact
area

Burned out

& >

1/2 inch A

Fig. 10 Schematic of test coupons cut with EDM technique

ning electron microscope (SEM). SEM pictures of an as-
purchased tube heater, as well as tube heaters boiled in pure water
and 0.001 vol %, 0.01 vol %, and 0.1 vol % alumina nanofluids
are shown in Fig. 11.

It can be seen that the surface of the as-purchased heater is
clean, and so is the surface after boiling in pure water. On the
other hand, a substantial amount of nanoparticles was found to
precipitate on the heater surface at all nanoparticle concentrations,
forming a layer of aggregates. To confirm that this layer is indeed
made of precipitated nanoparticles, energy dispersive X-ray spec-
troscopy (EDS) was used concurrently with the imaging capabili-
ties of the SEM. The EDS is an instrument integrated with the
SEM allowing for the imaging and subsequent elemental analysis
of the features imaged. The EDS technique analyzes the X-rays
that are emitted due to the interaction of a high energy electron
beam and the surface atoms. Each element emits X-rays at dis-
crete energy levels. Therefore, measurement of the X-ray spec-
trum emitted by the surface enables elemental identification of the
surface. Figure 11(f) shows the EDS spectrum obtained for a sur-
face boiled in nanofluids. The two large peaks in the spectrum
correspond to aluminum and oxygen, supporting that the layer is
made of aluminum oxide (alumina).

The two surface parameters that most affect CHF are surface
roughness, which is related to the number of microcavities avail-
able for bubble nucleation, and contact angle, which is related to
the wettability of the surface. Both parameters can be changed by
the presence of the nanoparticles on the surface, as shown in
previous papers [6,7]. Therefore it was decided to measure the
surface roughness and contact angle for the test-section coupons.
This was done by confocal microscopy at multiple locations on
each coupon. The confocal microscope scans a laser beam over
the sample’s surface, creating a high resolution quantitative three-
dimensional image of the surface. The results of this surface
analysis are shown in Table 2 for some representative tests. Table
2 also shows the surface data for the as-purchased test section for
comparison. It can be seen that the average surface roughness, R,
is about 2 um for all cases (as-purchased, water-boiled, and
nanofluid-boiled coupons). No trend is evident, therefore, it must

(e)

B —

1w 20 30

Fig. 11 SEM pictures of stainless steel test heaters (a) as-received, and after being boiled in (b) pure water, (c)
0.001 vol % Al,O3, (d) 0.01 vol % Al,03, and (e) 0.1 vol % Al,O,. (f) EDS clearly shows the presence of alumina on a

surface boiled in alumina nanofluid.
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Table 2 Surface roughness and contact angle data for steel coupons cut from the loop test

section after the CHF tests

Roughness® R, Contact angleb

Test-section surface condition (pum) (deg)
As-purchased 1.82 79
Used in water CHF test (G=2500 kg/m? s) 2.15 83
Used in 0.001 vol % Al,O5 nanofluid CHF test (G=2500 kg/m?s) 2.28 23
Used in 0.01 vol % Al,O5 nanofluid CHF test (G=2500 kg/m? s) 1.86 31
Used in 0.1 vol % Al,O5 nanofluid CHF test (G=2500 kg/m? s) 1.72 20

“Surface roughness was measured with confocal microscopy (measurement uncertainty ~0.01 um).
°Contact angle values were measured using the water sessile droplet method (measurement uncertainty *=10 deg).

be concluded that the CHF enhancement does not come from a
surface roughness change.

The contact angle data are much more interesting. The as-
purchased coupon and the coupon boiled in water have contact
angles of around 80 deg, while the coupons boiled in the alumina
nanofluids all have a significantly lower contact angle,
~20-30 deg. These contact angles are the same whether de-
ionized water or the alumina nanofluids are used in the measure-
ment. Representative photos of the contact angles are shown in
Fig. 12.

This increase in surface wettability can play an important role
in enhancing the CHF. The nexus between contact angle and CHF
is well known in pool boiling; for example, according to Kand-
likar’s model for a vertical heater [14]

qénr = (1 +cos B) (5)

where 3 is the contact angle. If the contact angle changes from
about 80 deg to, say, 30 deg, Eq. (5) predicts a CHF enhancement
of 60%, which is larger than but of the same order of magnitude
as the CHF enhancement observed in our experiments. Models
that relate contact angle to CHF in flow boiling are much less
common. One that has been validated against a vast database
(however, not with respect to its ability to predict the CHF depen-
dence on contact angle) is that of Celata et al. [15]. This model

(0 (d)

hypothesizes that CHF corresponds to dry out of a liquid sublayer
underneath a vapor clot that slides on the heated wall. The model
is summarized by the following set of equations [15]

v _Pioh
qdcur = %UB (6)
B
d=y"-Dg (7)
320(B)p,
B= (8)
f G
1 e 935
—==1.14-2.01log| — + = 9)
\f D ' Re\f

where py, hi,, and o are the liquid density, vaporization heat, and
surface tension, respectively; Up, Lp, and Dy are the vapor clot
velocity, length, and diameter, respectively; & and y* are the thick-
ness of the liquid sublayer and superheated layer, respectively; f is
the friction factor, g(B) is a function of the contact angle, & is the
surface roughness (~R,), and D is the channel diameter. When
the model of Celata et al. is applied to the flow conditions of our
loop, and the contact angle is again changed from 80 deg to 30

(b)

(e)

Fig. 12 Contact angle of water sessile droplets for test section (a) as-purchased, (b) boiled in water (at G
=2500 kg/m? s), (c) boiled in 0.001 vol % alumina nanofluid (G=2500 kg/m? s), (d) boiled in 0.01 vol % alumina nano-
fluid (G=2500 kg/m? s), and (e) boiled in 0.1 vol % alumina nanofluid (G=2500 kg/m? s)
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deg, Egs. (6)—(9) (and the accompanying models in Ref. [12])
predict a CHF enhancement of about 50%, which is close to our
experimentally observed CHF enhancement.

5 Conclusions

An experimental study of flow boiling CHF in water-based
nanofluids with alumina, zinc-oxide, and diamond nanoparticles
was presented. The main findings were as follows.

e The nanofluids exhibited a significant CHF enhancement
(up to 40-50%) with respect to pure water at high mass flux
(2000-2500 kg/m?s).

e The enhancement did not occur at lower mass flux
(1500 kg/m?s).

* The enhancement appeared to be weakly dependent on
nanoparticle concentration for the alumina nanofluids, while
it increased more pronouncedly with nanoparticle concentra-
tion for the zinc-oxide and diamond nanofluids.

* Some nanoparticles were deposited on the boiling surface
during the experiments. It was shown that such particle
deposition increased the wettability of the boiling surface.
Models exist that support the observed trend between re-
duced wettability and increased CHF.

Future research directions should focus on a definitive explana-
tion of the CHF enhancement mechanism in flow boiling. Also,
the possibility of precoating the boiling surface with nanoparticles
as a CHF enhancement technique should be investigated.
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Nomenclature
¢, = specific heat, J/kg K
D = inner diameter, m
Dg = vapor clot diameter, m
f = friction factor
G = mass flux, kg/m? s
g(B) = contact angle function
h = heat transfer coefficient, W/m2 K
= heat of vaporization, J/kg
= current, A
= length, m
= vapor clot length, m
= mass flow rate, kg/s
outer diameter, m
= heat flux, W/m?
= average surface roughness, um
= temperature, °C
= vapor clot velocity, m/s
= voltage, V

o

p =
<Ocq ﬂa%’&:.o‘s';hvs.v?

Il

Journal of Heat Transfer

vol = volume, m?

wt = weight, kg

X, = exit equilibrium quality

y* = thickness of the superheated layer, m
Subscripts

b = bulk

CHF = critical heat flux
in = test-section inlet
out = test-section outlet
sat = saturation
w = wall

Greek Letters
B = contact angle, deg
6 = thickness of the liquid sublayer, m
& = surface roughness, um
p; = liquid density, kg/m?
o = surface tension, N/m
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Effect of CuO Nanoparticle
Concentration on R134a/
Lubricant Pool-Boiling Heat
Transfer

This paper quantifies the influence of copper (II) oxide (CuO) nanoparticle concentration
on the boiling performance of R134a/polyolester mixtures on a roughened horizontal flat
surface. Nanofluids are liquids that contain dispersed nanosize particles. Two lubricant-
based nanofluids (nanolubricants) were made with a synthetic polyolester and 30 nm
diameter CuO particles to 1% and 0.5% volume fractions, respectively. As reported in a
previous study for the 1% volume fraction nanolubricant, a 0.5% nanolubricant mass
[fraction with R134a resulted in a heat transfer enhancement relative to the heat transfer
of pure R134a/polyolester (99.5/0.5) between 50% and 275%. The same study had shown
that increasing the mass fraction of the 1% volume fraction nanolubricant resulted in
smaller, but significant, boiling heat transfer enhancements. The present study shows that
the use of a nanolubricant with half the concentration of CuO nanoparticles (0.5% by
volume) resulted in either no improvement or boiling heat transfer degradations with
respect to the R134a/polyolester mixtures without nanoparticles. Consequently, signifi-
cant refrigerant/lubricant boiling heat transfer enhancements are possible with nanopar-
ticles; however, the nanoparticle concentration is an important determining factor. Fur-
ther research with nanolubricants and refrigerants is required to establish a fundamental
understanding of the mechanisms that control nanofluid heat transfer.

[DOL: 10.1115/1.3072926]

Keywords: additives, boiling, copper (Il) oxide, enhanced heat transfer, nanotechnology,
refrigerants, refrigerant/lubricant mixtures

1 Introduction

In recent years, the U.S. National Nanotechnology Initiative
(NNI) has, in large part, driven the deluge of heat transfer prop-
erty investigations of liquids with dispersed nanosize particles
called nanofluids. Much of the justification for nanofluid heat
transfer research rests on the potential improvement in the thermal
conductivity of the fluids due to nanoparticles. For example, East-
man et al. [1] found that more than a 40% increase in the thermal
conductivity of a liquid could be achieved by adding nanoparticles
to a volume fraction of approximately 0.4%. Most nanofluid boil-
ing heat transfer studies have been conducted with water-based
nanofluids [2-4]. Although You et al. [4] and Bang and Chang [2]
did not observe a pool-boiling enhancement with water-based
nanofluids, Wen and Ding [3] did.

Kedzierski and Gong [5] also obtained a boiling heat transfer
enhancement with nanofluids for refrigerant/lubricant mixtures by
using a lubricant-based nanofluid (nanolubricant). The study ob-
tained between 50% and 275% improvement in the boiling heat
transfer with a nanolubricant where 1% of the volume was occu-
pied by 30 nm diameter CuO nanoparticles. Not much is presently
known about how the material of the particles, their shape, size,
distribution, and concentration affect refrigerant/lubricant boiling
performance. Consequently, this study is a first step toward the
understanding of how one of the aforementioned parameters in-
fluence heat transfer: nanoparticle concentration.

In order to investigate the influence of nanoparticle concentra-
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tion on refrigerant/lubricant pool boiling, the boiling heat transfer
of three R134a/nanolubricant mixtures on a roughened, horizontal
flat (plain), copper surface was measured. A commercial polyo-
lester lubricant (RL68H)1 with a measured kinematic viscosity of
65.5 um?/s*0.5 um?/s at 313.15 K was the base lubricant that
was mixed with nominally 30 nm diameter copper (II) oxide
(CuO) nanoparticles. Copper (II) oxide (79.55 g/mol) has many
commercial applications including its use as an optical glass-
polishing agent. A manufacturer used a proprietary surfactant at a
mass between 5% and 15% of the mass of the CuO as a dispersant
for the RL68H/CuO mixture (nanolubricant). The manufacturer
made the mixture such that 10% of the volume was CuO particles.
The mixture was diluted at NIST to a 0.5% volume fraction of
CuO by adding neat RL68H and ultrasonically mixing the solu-
tion for approximately 24 h. The particle size and dispersion were
verified by a light scattering technique and were found to be
37 nm=*1 nm and well dispersed with little particle agglomera-
tion [6]. The RL68H/CuO (99.5/0.5)* volume fraction mixture,
also known as RL68H2Cu, was mixed with pure R134a to obtain
three R134a/RL68H2Cu mixtures at nominally 0.5%, 1%, and 2%
mass fractions for the boiling tests. The present measurements
were compared with measurements from Ref. [5]3 that were ob-
tained with an identical experimental method with the exception
that the volume fraction of the nanolubricant was 1% (R134a/

!Certain commercial equipment, instruments, or materials are identified in this
paper in order to specify the experimental procedure adequately. Such identification
is not intended to imply recommendation or endorsement by the National Institute of
Standards and Technology, nor is it intended ti imply that the materials or equipment
identified are necessarily the best available for the purpose.

’The equivalent mixture is RL68H/CuO (97.1/2.9) in terms of mass.

“The error in the volume fraction in Ref. [5] has been corrected in this manuscript.
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Fig. 1 Schematic of test apparatus

RL68H1Cu) rather than 0.5%.* In addition, the boiling heat trans-
fer of three R134a/RL68H mixtures (0.5%, 1%, and 2% mass
fractions), without nanoparticles, was obtained from the previous
study to serve as a baseline for comparison.

2 Apparatus

Figure 1 shows a schematic of the apparatus that was used to
measure the pool-boiling data of this study. More specifically, the
apparatus was used to measure the liquid saturation temperature
(T,), the average pool-boiling heat flux (¢”), and the wall tempera-
ture (7,,,) of the test surface. The three principal components of the
apparatus were the test chamber, the condenser, and the purger.
The internal dimensions of the test chamber were 25.4 mm
X257 mmX1.54 m. The test chamber was charged with ap-
proximately 7 kg of refrigerant, giving a liquid height of approxi-
mately 80 mm above the test surface. As shown in Fig. 1, the test
section was visible through two opposing flat 150X 200 mm?
quartz windows. The bottom of the test surface was heated with
high velocity (2.5 m/s) water flow. The vapor produced by liquid
boiling on the test surface was condensed by the brine-cooled
shell-and-tube condenser and returned as liquid to the pool by
gravity. Further details of the test apparatus can be found in Refs.
[7.8].

3 Test Surface

Figure 2 shows the oxygen-free high-conductivity (OFHC) cop-
per flat test plate used in this study. The test plate was machined

4At 313.15 K, the measured kinematic viscosities of RL68H1Cu and RL68H2Cu
were 71.8 um?/s*=0.2 um?/s and 68.1 um?/s+0.1 wm?/s, respectively.
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Fig. 2 OFHC copper flat test plate with crosshatched surface
and thermocouple coordinate system

out of a single piece of OFHC copper by electric discharge ma-
chining (EDM). A tub grinder was used to finish the heat transfer
surface of the test plate with a crosshatch pattern. Average rough-
ness measurements were used to estimate the range of average
cavity radii for the surface to be between 12 wm and 35 um. The
relative standard uncertainty of the cavity measurements were ap-
proximately =12%. Further information on surface characteriza-
tion can be found in Ref. [8].

4 Measurements and Uncertainties

The standard uncertainty (u;) is the positive square root of the
estimated variance u,2 The individual standard uncertainties are
combined to obtain the expanded uncertainty (U), which is calcu-
lated from the law of propagation of uncertainty with a coverage
factor. All measurement uncertainties are reported at 95% confi-
dence level, except where specified otherwise. For the sake of
brevity, only an outline of the basic measurements and uncertain-
ties is given below. Complete details on the heat transfer measure-
ment techniques and uncertainties can be found in Refs. [9,10],
respectively.

All of the copper-Constantan thermocouples and the data acqui-
sition system were calibrated against a glass-rod standard plati-
num resistance thermometer (SPRT) and a reference voltage to a
residual standard deviation of 0.005 K. Considering the fluctua-
tions in the saturation temperature during the test and the standard
uncertainties in the calibration, the expanded uncertainty of the
average saturation temperature was no greater than 0.04 K. Con-
sequently, it is believed that the expanded uncertainty of the tem-
perature measurements was less than 0.1 K.

Twenty 0.5 mm diameter thermocouples were force fitted into
the wells of the side of the test plate shown in Fig. 2. The heat flux
and the wall temperature were obtained by regressing the mea-
sured temperature distribution of the block to the governing two-
dimensional conduction equation (Laplace equation). In other
words, rather than using the boundary conditions to solve for the
interior temperatures, the interior temperatures were used to solve
for the boundary conditions following a backward stepwise pro-
cedure given in Ref. [11]. The origin of the coordinate system was
centered on the surface with respect to the y-direction at the heat
transfer surface. Centering the origin in the y-direction reduced
the uncertainty of the wall heat flux and temperature calculations
by reducing the number of fitted constants involved in these
calculations.

Fourier’s law and the fitted constants from the solution to the
Laplace equation, which represented the temperature field, were
used to calculate the average heat flux (¢”) normal to and evalu-
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Fig. 3 R134a/RL68H with 0.5% volume CuO nanoparticle mix-
tures boiling curves for plain surface

ated at the heat transfer surface based on its projected area. The
average wall temperature (7,,) was calculated by integrating the
local wall temperature (7). The wall superheat was calculated
from T,, and the measured temperature of the saturated liquid (7).
Considering this, the relative expanded uncertainty in the heat flux
(Uyr) was greatest at the lowest heat fluxes, approaching 20% of
the measurement near 10 kW/m?2. In general, the Uy remained
approximately within 6% for heat fluxes greater than 40 kW/m?.
The average random error in the wall superheat (UTW) was be-
tween 0.05 K and 0.2 K. Plots of U,» and U T, Versus heat flux can

be found in Ref. [10].

5 Experimental Results

The heat flux was varied approximately between 10 kW/m?
and 120 kW/m? to simulate a range of possible operating condi-
tions for R134a chillers. All pool-boiling tests were taken at 277.6
K saturated conditions. The data were recorded consecutively
starting at the largest heat flux and descending in intervals of

Table 1

approximately 4 kW/m?. The descending heat flux procedure
minimized the possibility of any hysteresis effects on the data,
which would have made the data sensitive to the initial operating
conditions. Tabulated data of the measured heat flux and wall
superheat for all the measurements of this study are given in Ref.
[10].

The mixtures were prepared by charging the test chamber (see
Fig. 1) with pure R134a to a known mass. Next, a measured mass
of nanolubricant or lubricant was injected with a syringe through
a port in the test chamber. The refrigerant/lubricant solution was
mixed by flushing pure refrigerant through the same port where
the lubricant was injected. All compositions were determined
from the masses of the charged components and are given on a
mass fraction basis. The maximum uncertainty of the composition
measurement is approximately 0.02%, e.g., the range of a 2.0%
composition is between 1.98% and 2.02%. Nominal or target mass
compositions are used in the discussion. For example, the “actual”
mass composition of the RL68H2Cu in the R134a/RL68H2Cu
(99.5/0.5) mixture was 0.51% *+0.02%. Likewise, the RL68H2Cu
mass fractions for R134a/RL68H2Cu (99/1) and the R134a/
RL68H2Cu  (98/2) mixtures were 0.99% +0.02% and
2.00% = 0.02%, respectively.

The effect of mass fraction on R134a/RL68H2Cu pool boiling
for the 0.5% volume fraction nanolubricant (RL68H2Cu) is
shown in Fig. 3. Figure 3 is a plot of the measured heat flux (¢”)
versus the measured wall superheat (T,-7,) for the R134a/
RL68H2Cu mixtures at a saturation temperature of 277.6 K. The
solid lines shown in Fig. 3 are cubic best-fit regressions or esti-
mated means of the data. Five of the 243 measurements were
removed before fitting because they were identified as “outliers”
based on having both high influence and high leverage [12]. Table
1 gives the constants for the cubic regression of the superheat
versus the heat flux for the fluids tested here. Kedzierski [10]
presented the residual standard deviation of the regressions. The
dashed lines to either side of the mean represent the lower and
upper 95% simultaneous (multiple-use) confidence intervals for
the mean. From the confidence intervals, the expanded uncertainty
of the estimated mean wall superheat was on average approxi-
mately 0.27 K.

Figure 3 shows that the means of the R134a/RL68H2Cu (99/1)
and the R134a/RL68H2Cu (98/2) superheat measurements are

Estimated parameters for cubic boiling curve fits for plain copper surface AT;=A,

+A.q'+A,q"%+A;q"° AT, in Kelvin and ¢’ in W/m?

Fluid Ay A, A, A,
R134a/RL68H2Cu (99.5/0.5)

43 K=AT,=85 K -7.73305X% 107" 7.30718X107*  —1.90704x 1078  1.65931x 107"
8.5 K=AT, <102 K 4.88641 177973 X 107 =2.19853X 10~  9.84361 X 1071
R134a/RL68H2Cu (99/1)

47 K=AT,=95 K —1.35217 9.95281X 10  -2.86155x10%  3.07861x 10713
9.5 K=AT,<113 K 4.66547 3.07933x 10 -3.31686X10°  1.21057x 10714
R134a/RL68H2Cu (99/2)

41 K=AT,=95 K 1.13092 5.80570X 10 -5.24572X10°  -1.77277x 10713
9.5 K=AT,=<103 K 7.13263 1.21866 X 10 =2.70100x 107 —1.61515x 107"
R134a/RL68HICu (99.5/0.5)

3.4 K=AT,=82 K 7.52004 % 107! 3.15645X 107 —4.69784X 10 220673 X 1074
R134a/RL68HICu (99/1)

3.5 K=AT,=9 K 6.0058 % 107! 3.28260X 107 —1.31501 X 10  —4.42454 X 1074
9 K=AT,<10.7 K 4.51615 1.84658 X 10*  -2.18782x 10  9.58136x 1071

R134a/RL68H1Cu (99/2)
3.5 K=AT,=875 K
875 K=AT,=12 K

3.00385 %1072
7.65055

6.44828 X 107
—2.18447x 107

-1.79772x 1078
1.37521 X107

1.78650 X 10713
—7.45213x 1071
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Fig. 4 R134a/RL68H with 1% volume CuO nanoparticle mix-
tures boiling curves for plain surface [5]

within approximately 1 K for the entire heat flux range that was
tested. For heat fluxes less than approximately 75 kW/m?, the
R134a/RL68H2Cu (99/1) mixture mean superheat is less than that
of the R134a/RL68H2Cu (98/2) mixture. For heat fluxes larger
than 75 kW/m?, the R134a/RL68H2Cu (98/2) mixture exhibits
the unusual characteristic of having an enhanced boiling perfor-
mance as compared with the R134a/RL68H2Cu (99/1) mixture.
However, the confidence intervals coincide for heat fluxes larger
than 75 kW/m? indicating that no difference can be discerned
between the two data sets. For most heat fluxes, the R134a/
RL68H2Cu (99.5/0.5) superheat measurements, represented by
the closed triangles, are as much as 4 K less than those of the 99/1
and the 98/2 mixtures. For comparison, the mean of the pure
R134a boiling curve taken from Ref. [5] is provided as a coarsely
dashed line.

The effect of the 1% volume fraction nanolubricant
(RL68H1Cu) mass fraction on R134a/RL68H1Cu pool boiling is
shown in Fig. 4. Figure 4 is a plot of the measured heat flux (¢")
versus the measured wall superheat (7,-7,) for the R134a/
RL68H1Cu mixtures at a saturation temperature of 277.6 K taken
from Ref. [5]. The means of the R134a/RL68H1Cu (99/1) and the
R134a/RL68H1Cu (98/2) superheat measurements are within ap-
proximately 1 K for the entire heat flux range that was tested. For
heat fluxes less than approximately 30 kW/m? and greater than
approximately 60 kW/m?, the R134a/RL68H1Cu (99/1) mixture
mean superheat is less than that of the R134a/RL68H1Cu (98/2)
mixture. For heat fluxes between these limits, the R134a/
RL68H1Cu (98/2) mixture exhibits the unusual characteristic of
having an enhanced boiling performance as compared with the
R134a/RL68HICu (99/1) mixture. For most heat fluxes, the
R134a/RL68HICu (99.5/0.5) superheat measurements, repre-
sented by the open triangles, are significantly less than those of
the 99/1 and the 98/2 mixtures. The average expanded uncertainty
of the estimated mean wall superheat for the three refrigerant/
nanolubricant mixtures was 0.23 K.

Figure 5 is a plot of the measured heat flux (¢”) versus the
measured wall superheat (7,,-T,) for three R134a/RL68H mix-
tures at a saturation temperature of 277.6 K taken from Ref. [5].
Figure 5 illustrates the effect of the pure lubricant mass fraction
on R134a/lubricant pool boiling. Comparison of the three mean
boiling curves shows that the superheats are within approximately
1 K of each other for heat fluxes between approximately
30 kW/m? and 90 kW/m?. For the same heat flux range, the
superheat for the pure R134a is roughly 3 K less than that for the
mixtures translating into heat transfer degradation with respect to
R134a.
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Fig. 5 R134a/RL68H mixtures boiling curves for plain surface
[5]

A more precise examination of the effect of CuO nanoparticle
concentration on boiling performance, for a given R134a/
nanolubricant mass fraction, is given in Figs. 6-8. Each figure
compares the relative performance of the R134a/RL68H1Cu and
the R134a/RL68H2Cu for one of the target mass fractions. A heat
transfer enhancement exists where the heat flux ratio is greater
than 1 and the 95% simultaneous confidence intervals (depicted
by the shaded regions) do not include the value of 1.

Figure 6 plots the ratio of the R134a/RL68H2Cu heat flux to
the R134a/RL68H heat flux (g¢,o/qp) versus the R134a/
RL68H2Cu mixture heat flux (g¢,q) at the same wall superheat
for the 99.5/0.5 mixture composition. The heat flux ratio varies
between roughly 0.73 and 1.12 for the R134a/RL68H2Cu (99.5/
0.5) mixture for heat fluxes between 7 kW/m? and 93 kW/m?2.
The R134a/RL68H2Cu (99.5/0.5) mixture shows a maximum heat
flux ratio of approximately 1.12; however, the maximum resides
in a region between 50 kW/m? and 93 kW/m? where no differ-
ence can be established between the two fluids because the con-
fidence intervals include the value of 1. Overall, the average heat
flux ratio for the R134a/RL68H2Cu (99.5/0.5) mixture from ap-
proximately 7 kW/m? to 93 kW/m? was 0.91. In contrast, Fig. 6
shows that a significant boiling heat transfer enhancement over
that of the R134a/RL68H (99.5/0.5) mixture without nanoparticles
is obtained when the nanoparticle volume faction of the lubricant

S T T T T T T T T T T T T T T T
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+ b plain surface, T = 277.6 K, fixed AT 3
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9 cuo E confidence intervals (R134a/RL68H1Cu) 7
" F ]
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1.12£0.10 ]
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Fig. 6 Heat flux of R134a/RL68H mixtures with CuO nanopar-
ticles relative to that of R134a/RL68H mixtures without CuO
nanoparticles for the 99.5/0.5 composition
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Fig. 7 Heat flux of R134a/RL68H mixtures with CuO nanopar-
ticles relative to that of R134a/RL68H mixtures without CuO
nanoparticles for the 99/1 composition

is increased from 0.5% to 1%. More specifically, the heat flux
ratio for the R134a/RL68H1Cu (99.5/0.5) mixture varies between
roughly 1.5 and 3.75 for heat fluxes between 10 kW/m? and
110 kW/m?2. Overall, the average heat flux ratio for the R134a/
RL68HICu (99.5/0.5) mixture from approximately 8 kW/m? to
94 kW/m? was 2.15. Consequently, the average heat flux ratio for
the 1% CuO volume fraction mixture was nearly 2.4 times larger
than that for the 0.5% CuO volume fraction mixture for approxi-
mately the same heat flux range.

Figure 7 plots the ratio of the R134a/RL68H2Cu heat flux to
the R134a/RL68H heat flux (g¢,o/gp) versus the R134a/RL68H
mixture heat flux (gp;) at the same wall superheat for the 99/1
mixture. The heat flux ratio varies roughly between 0.78 and 0.33
for the R134a/RL68H2Cu (99/1) mixture for heat fluxes between
9 kW/m? and 93 kW/m?. The R134a/RL68H2Cu (99/1) mixture
shows a maximum heat flux ratio of approximately 0.78 at a heat
flux of approximately 9 kW/m?. Overall, the average heat flux
ratio for the R134a/RL68H2Cu (99/1) mixture from approxi-
mately 9 kW/m? to 93 kW/m? was 0.44. In contrast, Fig. 7
shows that a significant boiling heat transfer enhancement over
that of the R134a/RL68H (99/1) mixture without nanoparticles is
obtained when the nanoparticle volume faction of the lubricant is
increased from 0.5% to 1%. More specifically, the heat flux ratio
for the R134a/RL68H1Cu (99/1) mixture varies roughly between
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Fig. 8 Heat flux of R134a/RL68H mixtures with CuO nanopar-
ticles relative to that of R134a/RL68H mixtures without CuO
nanoparticles for the 98/2 composition
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1.54 and 1.05 for heat fluxes between 5 kW/m? and 85 kW/m?.
Overall, the average heat flux ratio for the R134a/RL68H1Cu
(99/1) mixture from approximately 5 kW/m? to 85 kW/m? was
1.19. For a shared heat flux range between 9 kW/m? and
85 kW/m?, the average heat flux ratio for the 1% CuO volume
fraction mixture was approximately 2.6 times larger than that for
the 0.5% CuO volume fraction mixture.

Figure 8 plots the ratio of the R134a/RL68H2Cu heat flux to
the R134a/RL68H heat flux (g¢,o/gp) versus the R134a/RL68H
mixture heat flux (gp;) at the same wall superheat for the 98/2
mixture. The heat flux ratio varies roughly between 0.88 and 0.33
for the R134a/RL68H2Cu (98/2) mixture for heat fluxes between
9 kW/m? and 76 kW/m?. The R134a/RL68H2Cu (98/2) mixture
shows a maximum heat flux ratio of approximately 0.88 at a heat
flux of approximately 13 kW/m?. Overall, the average heat flux
ratio for the R134a/RL68H2Cu (98/2) mixture from approxi-
mately 9 kW/m? to 76 kW/m? was 0.51. In contrast, Fig. 8
shows that when the nanoparticle volume faction of the lubricant
is increased from 0.5% to 1% a boiling heat transfer enhancement
over that of the R134a/RL68H (98/2) mixture is obtained for heat
fluxes less than approximately 60 kW/m?. More specifically, the
heat flux ratio for the R134a/RL68HI1Cu (98/2) mixture varies
roughly between 1.53 and 0.70 for heat fluxes between 7 kW/m?
and 100 kW/m?. Overall, the average heat flux ratio for the
R134a/RL68H1Cu (98/2) mixture from approximately 9 kW/m?
to 76 kW/m? was 1.17. As a result, the average heat flux ratio for
the 1% CuO volume fraction mixture was nearly 2.3 times larger
than that for the 0.5% CuO volume fraction mixture for approxi-
mately the same heat flux range.

6 Discussion

The heat transfer results summarized in Figs. 6—8 show that use
of the 0.5% CuO volume fraction nanolubricant with R134a re-
sults in a significantly smaller pool-boiling heat flux than that
exhibited with R134a and the nanolubricant with the 1% CuO
volume fraction. Overall, mixtures with the 1% volume fraction
nanolubricant had boiling heat fluxes (for a given superheat) that
were on average 140% larger than those for mixtures with the
0.5% CuO volume fraction nanolubricant. In fact, for most heat
fluxes, the 0.5% CuO volume fraction nanolubricant caused heat
transfer degradation with respect to the R134a/POE boiling per-
formance, while the 1% CuO volume fraction nanolubricant
caused an enhancement relative to R134a/POE. Although the ad-
dition of nanoparticles has caused an increase in the viscosity of
the lubricant, the refrigerant/lubricant boiling heat transfer corre-
lation of Kedzierski [13] suggested that the viscosity increase can
be responsible for approximately a 1% increase in the heat trans-
fer. Likewise, Kedzierski and Gong [5] showed that improvement
in nanolubricant thermal conductivity appears to be of secondary
importance in its influence on boiling enhancement. Of primary
importance in the enhancement of refrigerant/lubricant boiling, for
this particular data set, appears to be the interaction of nanopar-
ticles with bubbles. The fact that nanoparticles at a 0.5% volume
fraction in the lubricant did not provide a boiling heat transfer
enhancement while a 1% volume fraction did, may suggest a criti-
cal nanoparticle volume fraction that is necessary for boiling en-
hancement. It may be necessary for a nanoparticle volume fraction
threshold to be exceeded before there are sufficient number of
nanoparticles to influence bubble growth and formation. A similar
synergistic behavior of nanofluids was also seen by Prasher [14]
in his examination of a maximum enhancement of nanofluid ther-
mal conductivity being achieved if there were sufficient nanopar-
ticles to give an agglomeration rate of approximately 35%.

The critical volume fraction of nanoparticles depends on the
distribution of the nanoparticles among the excess layer, the sur-
face, and the bulk of the boiling refrigerant/nanolubricant mixture.
For this reason, it is speculated that a boiling enhancement or a
boiling degradation was realized for the present tests based on the
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coupling of the following three heat transfer mechanisms: (1)
boiling enhancement via nanoparticle interaction with bubbles, (2)
improved thermal conductivity of the lubricant excess layer by the
accumulation of highly conductive nanoparticles, and (3) loss of
nanosize nucleation sites due to nanoparticle filling of cavities.
The last mechanism, the loss of nanosize sites, induces a loss in
boiling performance. The surface cavities become saturated with
nanoparticles leaving the remaining particles not trapped by the
surface to be available for use in the first and second mechanisms.
Some volume fraction greater than what is necessary to attain the
saturated surface state is believed to be the critical or threshold
nanoparticle volume fraction for achieving a boiling enhancement.
The second mechanism, improved thermal conductivity of the ex-
cess layer, may improve boiling or even degrade it by the loss of
wall superheat due to improved conduction from the surface. The
first mechanism, the nanoparticle interaction with bubbles, is be-
lieved to be the primary contributor to improved boiling.

The above discussion brings to light the likelihood that filling
the cavities of the surface caused the boiling heat transfer degra-
dation measured for the R134a/RL68H2Cu mixtures of this study.
Das et al. [15] conjectured that the boiling heat transfer degrada-
tion that they measured for a water-based nanofluid was caused by
nanoparticles plugging the surface, which caused a decrease in
nucleation sites. Their conclusion was drawn from an analogy
with water deposits that are typically found on surfaces used for
boiling water. In order for a smoothing of the surface to decrease
boiling, it must reduce the number of active boiling sites.

Following the critical radius criterion given by Carey [16], the
calculated range of active cavity radii for saturated R134a boiling
at the present test conditions is between 50 wum and 0.1 um. The
R, roughness of the new clean test surface before its use was
3.39 um as measured by the NIST Precision Engineering Divi-
sion [7]. In addition, R, roughness measurements were also made
after boiling tests with a portable contacting stylus device while
the boiling surface was in the test apparatus. The average R,
roughness of the surface after boiling the (98/2) RL68H1Cu mix-
ture, with the test fluid removed from the apparatus, and while the
nanolubricant excess layer was still on the surface, was approxi-
mately 2.9 um. The average R, roughness of the surface after it
was then cleaned with acetone was approximately 3.0 um. A sta-
tistical comparison supported the conclusion that no difference
between the clean and the dirty roughness values could be
claimed. In addition, given that the original roughness measure-
ment and the measurements made on the installed test surface
were done with different instruments, there would be little or no
justification for claiming that R, roughness has changed as far as
the resolution and methodology of these instruments are con-
cerned. Consequently, it is speculated that the nanoparticles
smoothed the surface on the nanoscale without changing the gross
roughness characteristics because the cavities are an order of mag-
nitude larger than the nanoparticles. This suggests that cavities
smaller than those predicted by the critical radius criterion for
R134a are active sites for boiling R134a/lubricant mixtures.

Future research is required to investigate the influence of the
particle material, its shape, size, distribution, and concentration on
refrigerant boiling performance. Not only should the bulk concen-
tration be studied, the distribution of the concentration of the
nanoparticles within a particular system should be investigated
along with the influence of nanoparticles on boiling surface
roughness. Further investigation into the above effects may lead to
a theory that can be used to develop nanolubricants that improve
boiling heat transfer for the benefit of the refrigeration and air-
conditioning industry.

7 Conclusions

The influence of CuO nanoparticle concentration on the boiling
performance of R134a/polyolester mixtures on a roughened, hori-
zontal flat surface was investigated. The measurements show that
use of the 0.5% CuO volume fraction nanolubricant with R134a
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results in a significantly smaller pool-boiling heat flux than that
exhibited with R134a and the nanolubricant with the 1% CuO
volume fraction. Overall, mixtures with the 1% volume fraction
nanolubricant had boiling heat fluxes (for a given superheat) that
were on average 140% larger than those for mixtures with the
0.5% volume fraction nanolubricant. It was speculated that the 1%
CuO volume fraction was greater than some threshold CuO vol-
ume fraction resulting in sufficiently more nanoparticles for inter-
action with bubbles, thus resulting in a significant boiling heat
transfer enhancement as compared with boiling without nanopar-
ticles. Conversely, the 0.5% CuO volume fraction apparently was
less than the required threshold CuO volume fraction, which re-
sulted in reduced active boiling sites causing a corresponding deg-
radation in the boiling heat transfer as compared with boiling
without nanoparticles. For example, the average heat flux ratio for
the R134a/RL68H2Cu (99.5/0.5), the R134a/RL68H2Cu (99/1),
and the R134a/RL68H2Cu (98/2) mixtures from approximately
10 kW/m?2 to 90 kW/m? was 0.91, 0.44, and 0.51, respectively.

It was speculated that enhancement or a boiling degradation
was realized for the present tests based on the coupling of the
following three heat transfer mechanisms: (1) boiling enhance-
ment via nanoparticle interaction with bubbles, (2) improved ther-
mal conductivity of lubricant excess layer by the accumulation of
highly conductive nanoparticles, and (3) loss of nanosize nucle-
ation sites due to nanoparticle filling of cavities. The total number
of nanoparticles in the test fluid is split between those within the
nanosize cavities of the surface, those in the lubricant excess
layer, those on the adiabatic surfaces, and those in the bulk liquid.
Nanoparticles not trapped on the surfaces are available to interact
with bubbles and possibly induce a boiling enhancement. An over-
all improvement in the boiling heat transfer will result if the en-
hancement due to nanoparticle interactions more than compen-
sates for the boiling heat transfer degradation as caused by the
filling of boiling cavities with nanoparticles.
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Nomenclature

English Symbols
A, = regression constant in Table 1 n=0,1,2,3
L, = length of test surface (Fig. 2), m

q" = average wall heat flux, W m™>
T = temperature, K
T,, = temperature at roughened surface, K
U = expanded uncertainty
u; = standard uncertainty
y = test surface coordinate (Fig. 2), m
Greek Symbols
AT, = wall superheat (T,,-T,), K

English Subscripts
CuO = R134a/RL68H2Cu or R134a/RL68H1Cu
mixture

L = nanolubricant
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PL = R134a/RL68H mixture
¢" = heat flux
s = saturated state
T,, = wall temperature
w = wall, heat transfer surface

References

[1] Eastman, J. A., Choi, S. U. S., Li, S., Yu, W., and Thompson, L. J., 2001,
“Anomalously Increased Effective Thermal Conductivities of Ethylene Glycol-
Based Nanofluids Containing Copper Nanoparticles,” Appl. Phys. Lett., 78,
pp. 718-720.

[2] Bang, I. C., and Chang, S. H., 2004, “Boiling Heat Transfer Performance and
Phenomena of Al,O3—Water Nanofluids From a Plain Surface in a Pool,” Pro-
ceedings of ICAPP, Pittsburgh, PA, pp. 1437-1443.

[3] Wen, D., and Ding, Y., 2005, “Experimental Investigation Into the Pool Boil-
ing Heat Transfer of Aqueous Based y-Alumina Nanofluids,” J. Nanopart.
Res., 7, pp. 265-274.

[4] You, S. M., Kim, J. H., and Kim, K. H., 2003, “Effect of Nanoparticles on
Critical Heat Flux of Water in Pool Boiling Heat Transfer,” Appl. Phys. Lett.,
83(16), pp. 3374-3376.

[5] Kedzierski, M. A., and Gong, M., 2007, “Effect of CuO Nanolubricant on
R134a Pool Boiling Heat Transfer With Extensive Measurement and Analysis

Journal of Heat Transfer

Details,” U.S. Department of Commerce, Paper No. NISTIR 7454.

[6] Sung, L., 2006, private communication.

[7] Kedzierski, M. A., 2002, “Use of Fluorescence to Measure the Lubricant Ex-
cess Surface Density During Pool Boiling,” Int. J. Refrig., 25, pp. 1110-1122.

[8] Kedzierski, M. A., 2001, “Use of Fluorescence to Measure the Lubricant Ex-
cess Surface Density During Pool Boiling,” U.S. Department of Commerce,
Paper No. NISTIR 6727.

[9] Kedzierski, M. A., 2000, “Enhancement of R123 Pool Boiling by the Addition
of Hydrocarbons,” Int. J. Refrig., 23, pp. 89-100.

[10] Kedzierski, M. A., 2007, “Effect of CuO Nanoparticle Concentration on
R134a/Lubricant Pool Boiling Heat Transfer With Extensive Analysis,” U.S.
Department of Commerce, Paper No. NISTIR 7450.

[11] Kedzierski, M. A., 1995, “Calorimetric and Visual Measurements of R123
Pool Boiling on Four Enhanced Surfaces,” U.S. Department of Commerce,
Paper No. NISTIR 5732.

[12] Belsley, D. A., Kuh, E., and Welsch, R. E., 1980, Regression Diagnostics:
Identifying Influential Data and Sources of Collinearity, Wiley, NY.

[13] Kedzierski, M. A., 2001, “The Effect of Lubricant Concentration, Miscibility
and Viscosity on R134a Pool Boiling,” Int. J. Refrig., 24(4), pp. 348-366.

[14] Prasher, R., 2006, “Effect of Colloidal Chemistry on the Thermal Conductivity
of Nanofluids,” ASME Paper No. IMECE2006-13142.

[15] Das, S. K., Putra, N., and Roetzel, W., 2003, “Pool Boiling of Nano-Fluids on
Horizontal Narrow Tubes,” Int. J. Multiphase Flow, 29, pp. 1237-1247.

[16] Carey, V. P., 1992, Liquid-Vapor Phase-Change Phenomena, Hemisphere,
New York, pp. 186-191.

APRIL 2009, Vol. 131 / 043205-7



Jean-Numa Gillet'
e-mail: jngillet@gmail.com

Yann Chalopin

Sebastian Volz?
e-mail: volz@em?2c.ecp.fr

Laboratoire d’Energétique Moléculaire et
Macroscopique, Combustion and Centre National
de la Recherche Scientifique

(EM2C, CNRS UPR 288),

Ecole Centrale Paris,

Grande Voie des Vignes,

92295 Chatenay-Malabry Cedex, France

1 Introduction

The design of new semiconducting materials with an ultralow

Atomic-Scale Three-Dimensional
Phononic Crystals With a Very
Low Thermal Conductivity to
Design Crystalline
Thermoelectric Devices

Superlattices with thermal-insulating behaviors have been studied to design thermoelec-
tric materials but affect heat transfer in only one main direction and often show many
cracks and dislocations near their layer interfaces. Quantum-dot (QD) self-assembly is
an emerging epitaxial technology to design ultradense arrays of germanium QDs in
silicon for many promising electronic and photonic applications such as quantum com-
puting, where accurate QD positioning is required. We theoretically demonstrate that
high-density three-dimensional (3D) arrays of molecular-size self-assembled Ge QDs in
Si can also show very low thermal conductivity in the three spatial directions. This
physical property can be considered in designing new silicon-based crystalline thermo-
electric devices, which are compatible with the complementary metal-oxide-
semiconductor (CMOS) technologies. To obtain a computationally manageable model of
these nanomaterials, we investigate their thermal-insulating behavior with atomic-scale
3D phononic crystals: A phononic-crystal period or supercell consists of diamond-cubic
(DC) Si cells. At each supercell center, we substitute Si atoms by Ge atoms in a given
number of DC unit cells to form a boxlike nanoparticle (i.e., QD). The nanomaterial
thermal conductivity can be reduced by several orders of magnitude compared with bulk
Si. A part of this reduction is due to the significant decrease in the phonon group veloci-
ties derived from the flat dispersion curves, which are computed with classical lattice
dynamics. Moreover, according to the wave-particle duality at small scales, another
reduction is obtained from multiple scattering of the particlelike phonons in nanoparticle
clusters, which breaks their mean free paths (MFPs) in the 3D nanoparticle array. How-
ever, we use an incoherent analytical model of this particlelike scattering. This model
leads to overestimations of the MFPs and thermal conductivity, which is nevertheless
lower than the minimal Einstein limit of bulk Si and is reduced by a factor of at least 165
compared with bulk Si in an example nanomaterial. We expect an even larger decrease in
the thermal conductivity than that predicted in this paper owing to multiple scattering,
which can lead to a ZT much larger than unity. [DOI: 10.1115/1.3072927]

Keywords: quantum dot, nanoparticle, phononic crystal, superlattice, thermal
conductivity, thermoelectric device

material, respectively [1]. Superlattices, which consist of periodic
layers of thin films, have been extensively studied to design ma-
terials with ZT> 1. Indeed, because of phonon confinement and

thermal conductivity A is currently one of the most active areas of
research in solid-state physics [1-16]. Indeed, the energy-
conversion performance of a thermoelectric material is given by
its thermoelectric figure of merit Z7, which varies as the inverse
of \, since ZT=S2aT/\, where S, o, and T are the Seebeck coef-
ficient, electrical conductivity, and absolute temperature of the
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reflection on layer interfaces, the thermal conductivity of a super-
lattice can be several orders of magnitude smaller than that of a
bulk material [2,7,10]. The same behavior has also been observed
in one-dimensional nanowires and two-dimensional (2D) nano-
composites [3-6]. However, because of two major drawbacks, the
design of a material with a ZT superior to the alloy limit usually
fails with the superlattices [1]. First, a lattice mismatch can occur
between the different layers of a superlattice as in the Ge/Si su-
perlattices. This mismatch leads to the formation of cracks and
dislocations, which reduces o and avoids the increase in ZT com-
pared with the alloy limit. Second, the superlattices mainly de-
crease heat conduction in the perpendicular direction to the thin-
layer interfaces, which is not convenient in designing three—
dimensional (3D) thermoelectric devices.

Phononic crystals were inspired by the remarkable optical prop-
erties of photonic crystals. These materials have recently received
an increasing interest because they show band gaps of acoustic
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wave propagation owing to their periodic elastic structures
[17-26]. Usual phononic crystals are fabricated with a periodic
structure of elastic rods—for 2D crystals [17-21] or beads for 3D
crystals [22-26]—within a solid matrix or a fluid. However, the
lattice constant of these elastic structures is usually of the order of
~1 mm. Therefore, band gaps cannot occur at frequencies that
are higher than ~1 MHz in the dispersion curves of those mate-
rials. Recently, colloidal crystals with a lattice constant of
~1 um, which are made up of mesoscopic particles dispersed in
a continuous medium, have been used to obtain 3D phononic
crystals showing band gaps at hypersonic frequencies of the order
of ~1 GHz [26], which remains too low in designing solid-state
thermoelectric materials.

Due to their compatibility with the present complementary
metal-oxide-semiconductor (CMOS) technologies, self-assembled
germanium quantum dots (QDs) in a silicon matrix constitute an
emerging epitaxial technology in designing room-temperature
quantum devices that operate with single electrons, holes, or pho-
tons [27-35]. Because accurate positioning of the QDs is required
in designing electronic and photonic architectures for a number of
applications such as quantum computing, lithographic patterning
and liquid precursors have been already used to fabricate periodic
arrays of self-assembled Ge QDs in Si with a size smaller than 10
nm. Their 3D fabrication can also be achieved by epitaxial layer
superposition but shows very few cracks and dislocations differ-
ently from the Ge/Si superlattices. Moreover, with their necessary
down-scaling in the design of ultracompact quantum device archi-
tectures with enhanced quantum effects, major efforts are cur-
rently achieved to fabricate ultradense Ge QD arrays with a size
of only some nanometers.

In this paper, using a model ordered nanomaterial, we theoreti-
cally demonstrate that high-density 3D arrays of self-assembled
Ge QDs with a size and spacing of some nanometers in Si can
show thermal conductivity, which can be much smaller than that
of bulk Si in the three spatial directions. This significant result
was obtained from an atomistic model based on classical lattice
dynamics as well as semiclassical Boltzmann transport equation
with the relaxation-time approximation. The model nanomaterial
used for our demonstration consists of a 3D periodic array of Ge
boxlike nanoparticles (i.e., the QDs) with a size and spacing of
some nanometers in Si. This nanomaterial forms an atomic-scale
3D phononic crystal with a lattice constant equal to a given num-
ber of interatomic distances. In this 3D nanomaterial, we compute
by classical lattice dynamics flat dispersion curves in the terra-
hertz range with miniband gaps. These flat branches result in
small phonon group velocities. This significant reduction in the
group velocities compared with bulk Si cannot be obtained with
the traditional continuum elastic models, which are based on the
plane-wave decomposition as well as the finite-element (FEM)
and finite-difference time-domain (FDTD) methods [36]. Indeed,
these models cannot capture the discrete behavior of the atoms
inside each nanomaterial supercell and between the supercells.

The wavelike effect of the small phonon group velocities is not
the only cause of the decrease in the thermal conductivity in our
atomic-scale 3D phononic crystal. Indeed, owing to the wave-
particle duality at small scales, an additional ensemble effect of
multiple scattering of the particlelike phonons exists in our
phononic crystal and increases the total scattering probability ac-
cording to the Matthiessen rule. This probabilistic effect, which is
due to multiple reflections and diffusions of the phonon-particle
interference functions arising in 3D nanoparticle clusters, breaks
the MFPs and constitutes another reduction factor of the thermal
conductivity in our phononic crystal.

We show that the thermal conductivity of the atomic-scale 3D
phononic crystal can be decreased by a factor of at least 165
compared with bulk Si in an example nanomaterial. At room tem-
perature, we obtain an upper limit of only 0.95 W/mK for the
thermal conductivity of a phononic crystal where each supercell is
made up of a nanoparticle of 344 Ge atoms inside a cage of 656 Si
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atoms. This value is lower than the classical Einstein limit of 0.99
W/mK for disordered bulk Si [37]. However, the present model
predicts an overestimation of the thermal conductivity. Indeed, to
obtain this upper limit, the cross sections of the scatterers are
considered independent of each other in an incoherent-scattering
analytical model based on a perturbation quantum theory [38]. An
even larger reduction in the thermal conductivity is expected when
multiple-scattering effects will be taken into account.

The thermal-insulating behavior of high-density 3D arrays of
molecular-size self-assembled Ge QDs, which are investigated
from the model of the atomic-scale 3D phononic crystal, is an
important property in designing new thermoelectric devices with a
large ZT and using very large scale integration (VLSI) technolo-
gies borrowed from CMOS microelectronics. Indeed, these
silicon-based nanomaterials are crystalline, and their power factor
(8%0) can be increased by doping with no significant modification
of their thermal conductivity [36]. Possible applications concern
the design of new energy-conversion devices, which could be
used, for instance, in highly efficient hybrid (thermal/electric) en-
gines for automobiles or Peltier refrigerators for domestic use as
well as in the power management of microelectronic portable de-
vices with an extremely high-density of transistors, which is not
possible with other recently proposed thermoelectric nanomateri-
als because they are not CMOS-compatible [1].

2 Dispersion Curves

As shown in Fig. 1(a), we use atomic-scale 3D phononic crys-
tals with a lattice constant of several interatomic distances as
model nanomaterials to investigate the thermal properties of high-
density 3D arrays of molecular-size self-assembled Ge QDs in Si.
A period of our atomic-scale 3D phononic crystal consists of N
XNXN=N? diamond-cubic (DC) cells of Si atoms forming a
cubic supercell. While larger nanostructures can be envisioned, we
restrict to N=5 in this paper owing to the computational cost of
classical lattice dynamics (as well as by didacticism). Therefore,
each supercell is composed of 125 DC unit cells, and our nano-
material has a lattice constant d=5X0.5431 nm=2.7155 nm.
Since the number of atoms per Si unit cell is 8, the total number of
atoms forming a supercell is 125X 8=1000. At each supercell
center, we substitute a cluster of Si atoms by Ge atoms to obtain a
3D periodic heterostructure Ge/Si. In three possible atomic con-
figurations, we substitute the Si atoms contained in M XM X M
=M? cells at each supercell center by Ge atoms to form boxlike
Ge nanoparticles of different sizes with M=1, 2, or 3. When M
=1, the central cell of each supercell contain 28 Ge atoms, which
are surrounded by 972 Si atoms in the 124 other cells. When M
=2, each supercell has 2 X2X2=8 cells of 126 Ge atoms at its
center and 117 peripheral cells of 874 Si atoms. As shown in Fig.
1(b), when M =3, each supercell is composed of 344 Ge atoms at
its center forming a boxlike nanoparticle of 3 X3 X3=27 cells,
which are surrounded by 98 cells of 656 Si atoms. In Fig. 1(), the
Ge and Si atoms in a supercell are colored black and gray, respec-
tively. The periodic spatial repetition of supercells forms an
atomic-scale 3D phononic crystal, as shown in Fig. 1(a).

We use classical lattice dynamics for atomistic computation of
the dispersion curves of the atomic-scale 3D phononic crystal.
This discrete model is usually based on the harmonic approxima-
tion of the energy function between two neighbor atoms [39].
However, to obtain a more realistic model, we use the Stillinger—
Weber potential to describe the potential energy of the interaction
between two and three neighbor atoms [40,41]. Moreover, we
optimize the equilibrium positions of the atoms in the lattice as a
function of the respective masses of the Si and Ge atoms. Each
phononic crystal shows 3000 dispersion curves, since we have 3
X 1000=3000 vibration degrees of freedom in a supercell with
N=5. To obtain the 3000 dispersion curves, we use the general
utility lattice program (GULP) [42]. Since the dispersive effect of
each atom in a supercell is considered in this discrete model, we
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Fig. 1 Schematics at two different scales of an atomic-scale
3D phononic crystal with N=5 and M=3. In the continuous me-
diumlike drawing in (a), the nanoparticles with an edge length
of 3a=1.6293 nm and spacing of d=5a=2.7155 nm are shown
by periodic black cubes with highlighted edges. In (a), the cen-
tral transparent cube with bold thick edges displays one of the
nanomaterial supercells. The discrete mediumlike drawing of a
supercell is presented in (b), where the 344 Ge atoms forming
each boxlike nanoparticle in (a) are colored in black while the
656 peripheral Si atoms are colored in gray in the remainder of
the supercell.

obtain dispersion curves in the terrahertz range for the atomic-
scale 3D phononic crystal. Figure 2 shows 80 of the 3000 com-
puted dispersions curves of an atomic-scale 3D phononic crystal
with the parameters N=5 and M =3 (schematized in Fig. 1). The
2997 curves of the optical folded modes are very flat, which result
in very low group velocities since they are obtained by derivation
of the branches with respect to the wave-vector amplitude in a
particular direction. By using the atomic-scale 3D phononic crys-
tal, we can therefore reduce heat conduction in the three spatial
directions. As discussed in Secs. 3-5, the thermal conductivity of
our nanomaterial therefore is much lower than that of its related
bulk material.

3 Thermal-Conductivity Model

With a general equation (Eq. (2)), which does not use the De-
bye approximation, we obtain the thermal conductivity N of a 3D
crystalline material from its phonon relaxation times as well as its
acoustic and optical dispersion curves, which were computed by
classical lattice dynamics. The mathematical demonstration of Eq.
(2) is given in the Appendix. We derive this equation from a
semiclassical formulation of the heat flux ¢, in a given direction x
[43,44]. For a 3D crystalline material, this heat flux, which is
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Fig. 2 80 branches chosen among the 3000 dispersion curves
of an atomic-scale 3D phononic crystal with N=5, =3, and d
=5a3=2.715 nm

carried by the phonons with the energies Awy ,,, angular frequen-
cies wy ,, and group-velocity vectors vy ,, can be determined
from the following summation over all possible phonon modes
(k,m):

N,

m

qx= lz 2 hwk,mnk,mvk,m X (1)
Vm:l k

In Eq. (1), A=h/(27) is the reduced Planck constant, V is the
material volume, and m is the index of one branch of the N,
dispersion curves to which the mode (k,m) belongs with a wave
vector k and a nonequilibrium number of phonons ny ,,. Then, as
shown in the Appendix, we obtain the following equation for A\
with the relaxation-time approximation of the semiclassical Bolt-
zmann transport equation:

] N/" kmax an(o)
A== 2 lk mvk.mﬁwk m — gkdk (2)
3 m=1J 0 ’ ©ar

where N,,=3000 for the atomic-scale 3D phononic crystals with
the parameter N=35, nf{ol)n is the Bose—Einstein equilibrium phonon
distribution, and the group-velocity amplitudes vy, are computed
by the derivation of the dispersion curves with respect to the ra-
dial wave number k=|k| as v;,,=|dwy,,/dk|. In Eq. (2), g; is the
density of states (DOS) per volume unit. As shown in the Appen-
dix, we obtain the conventional relationship g,=k>/(27°) in the
case of isotropic group velocities. This DOS is a good approxima-
tion for a face-centered cubic (FCC) bulk material as bulk silicon.
However, for a nanomaterial with nonspherical supercells, the
DOS g.=fk*/(272), where f, is a nondimensional geometric fac-
tor, is a better approximation. Since K=2'2K is the radius of the
sphere circumscribing the cube with the edge length 2K, in the
[1 0 0] direction of the reciprocal space, as shown in Fig. 3, we
can set the constant value f;=2 for any &, with a good approxi-
mation, in the case of our atomic-scale 3D phononic crystal owing
to the cubic shape of its supercells.

The dispersion curves, which are introduced in Eq. (2) to obtain
\, are computed by classical lattice dynamics, as explained in Sec.
2. Differently from a recent ab initio approach [45], we consider
the modal dependence of the phonon mean free paths (MFPs)
such as [ ,,=vy T m» Where 7, are the phonon relaxation times
of the modes (k,m). The integral in Eq. (2) is taken over the finite
interval [0, ky,], Where ky, is the right boundary of the first
Brillouin zone (BZ). For a FCC bulk material, this boundary is
given by k. =2m/a. The lattice constant is a=0.5431 nm for
bulk Si. Differently, owing to the cubic shape of its supercells, we
use kya=7/d in Eq. (2) to obtain the thermal conductivity of our
atomic-scale 3D phononic crystal. As explained in Sec. 2, d=Na
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Fig. 3 2D view in the reciprocal plane formed by the directions
[1 0 0] and [0 1 O] of a cube with the edge length 2K,. The
smallest sphere circumscribing this cube has a radius K
=2"2K  which explains the use of the constant geometric fac-
tor of f,=2 in the DOS g, in Eq. (2).

is the edge length of a supercell, where N is the number of inter-
atomic distances forming this length. As a consequence, in the
case of our atomic-scale 3D phononic crystals, the dispersion
curves are integrated with Eq. (2) over the finite interval [0, 7/d],
which corresponds to half of the first folded BZ. Because we set
N=5 in this paper, the size of the folded BZ is one-tenth of that of
the bulk Si since (27/a)/(w/d)=2N=10.

Equation (2) is different from a preceding formulation of the
thermal conductivity where integration is over the angular fre-
quency o instead of the wave number k, which is not trivial to
compute [44]. In this formulation, prior to integration, an addi-
tional nonanalytical model would be required to obtain the DOS
8. s a function of , since the Debye approximation @=v k is
not valid for our atomic-scale 3D phononic crystal. Indeed, even
in the isotropic case, the following assumption (where v, is the
mode group velocity):

4 K K odk 1 “’zd )
S0 0P 40 2 0]
leads to a wrong DOS g,, (per volume unit) in our nanomaterial
owing to its large number of optical dispersion curves (2997 com-
pared with only 3 acoustic curves when N=5).

From Eq. (2), we can define an effective value (I) of the MFPs

Iy m in order to quantify their effect on the thermal conductivity:

N kmax (0)

on
A(T)——(l)(Cv) with (Cv)= >, vk,mhwk,m—’—ﬁ;mgkdk
m=1 0
and
2
2 LUy =" gidk
~ o oT
o= 3\ _m=1J0 )
“(Cvy N

m Kmax on ]({0)
m
E f U, mhwkm oT gkdk

m=1J(

In Eq. (4), the average product (Cv) depends on the absolute
temperature 7 but is independent of the phonon MFPs. This factor
is analog to the Cv product in the classical formula of \ for a bulk
material, which is based on the kinetic theory and given by
Npuk=(17/3)lpuCv where Iy is the effective phonon MFP, C is
the specific heat capacity, and v is the speed of sound. For bulk
semiconductors, the lattice thermal conductivity in Eq. (2) can be
considered as the total thermal conductivity used to compute Z7,

043206-4 / Vol. 131, APRIL 2009

since the electronic thermal conductivity A, is negligible in the
case of a usual doping [36].

4 Scattering Relaxation Times

To compute the thermal conductivity of our atomic-scale 3D
phononic crystal with Eq. (2), we use an analytical model of the
total phonon relaxation times 7, =l ,,/ vy, of the modes (k,m),
which are derived from the Matthiessen rule and scattering cross
sections in a phonon-particle approach. Only resistive scattering
processes are considered since our nanomaterial is semiconduct-
ing. Therefore, according to the Matthiessen rule, 1/7,, is pro-
portional to the summation of three scattering probabilities as

1 1 1 1 5)
Tkm Tl(cdp)n Tl(cur)n Tipr)n

For a high-purity nanornaterial the scattering probability related
to the relaxation time 7,/ in Eq. (5) due to punctual defects and
isotopes is a second- order effect, which can be neglected com-
pared with the summation of the two other probabilities that is
proportional to 1/7';{”,L+1/ (?) To compute the relaxation time
7'2”31 of the Umklapp process (or U-process), we use a common
formulation given in Refs. [46,47] with the average Griineisen
parameter y=1.5 of bulk Si, so that 1/Tk ~b,(Nw km/vkm,
where the empirical function b,(T) of T is mdependent of the
phonon band structure, and the Debye approximation is not used.
A power dependence in w® (where a is an integer) of the
U-process probability was verified in a FCC crystal using molecu-
lar dynamics in a recent paper [48].

In Eq. (5), 7';(17’ )n is the particlelike relaxation time due multiple
scattering of the corpuscular phonons at the atomic scale. Indeed,
the duality principle in quantum mechanics stipulates that a par-
ticle can exhibit both wave- and particlelike properties at small
scales. Therefore, the wave function of a corpuscular phonon in
our atomic-scale 3D phononic crystal must be a solution of the
Schrodinger equation. In this perspective, multiple scattering of a
corpuscular phonon in our nanomaterial can be approximately
viewed as a stochastic walk, with multiple deflection, tunneling,
and confinement probabilities, in a 3D periodic potential-energy
landscape. Solving this multiple-scattering quantum problem to
obtain the scattering cross section requires computation of the
pseudoparticle wave function for all scattering paths [49], which
can be computationally intractable because the number of possible
paths can be infinite in three dimensions. An approximate method
to obtain the multiple-scattering cross section 0']({‘") as a function of
k must be used.

In this paper, we use the perturbation approach developed by
Kim and Majumdar [38] to obtain an approximate analytical
model of o (p ) Indeed, the square amplitude |c,(q,q’)]*> of the
matrix element which couples the annihilation and creation quan-
tum operators of the incoming and scattered particles (with the
wave vectors q and q’, respectively) in the perturbed Hamiltonian
H', is related to the scattering relaxation time, as shown by Kle-
mens and co-workers [50-52]. This approach considers an indi-
vidual scatterer and is therefore valid for incoherent (or indepen-
dent) scattering where the scatterers can be considered as far from
each other, so that they do not interact with each other. This ab-
sence of interaction is different from multiple scattering arising in
our atomic-scale 3D phononic crystal. However, the use of an
incoherent-scattering model leads to an underestimate a,((";f)
< a-](f 31 of the phonon-particle cross section, which enables us to
compute an upper limit \,, of the thermal conductivity in our
atomic-scale 3D phononic crystal with Eq. (2). Indeed, the
phonon-particle relaxation time should obey, for any mode (k,m),

(lr:C) > (p)

the following inequality 7, n DECAUSE
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1) = oy, (6)

where 7=1/d> is the nanoparticle volumic density. In the case of
a 3D nanoparticle array, where nanoparticles deviates from the
periodicity with, for instance, a mean characteristic nanoparticle

(inc

radius R and standard deviation AR, o m) has to be weighted by a
statistical distribution w(R,R,AR), so that

Rcumff
f o"(R)w(R,R,AR)dR

) 0
i = (M)

m Reutof _
f w(R,R,AR)dR
0

The spatially averaged cross section 6',(:"::) has to be used in Eq. (6)
instead of (r,(:":’f) when the 3D nanoparticle array is not fully peri-
odic. ‘

We first consider the incoherent cross section 0'2“0) obtained
with the analytical model in Ref. [38] in the framework of the
Debye approximation. Therefore, a'l(cmc) is independent of the
phonon-branch index m and connects the Rayleigh-type far-field

(far field) . (near geom) . .
(o ) and near-geometrical (o, ) cross sections aris-
ing when k— 0 and k— o, respectively, with the following inter-
polation:

1 1

n = - " =+ ;
U;(Inc) 0_]((tar field) U]({near geom)

with

U}{far field)/Gz X4hl(X7AA/A’AK/K)

and

o 2om) G = 2y (x, AA/A,AK/K) (8)

In Eq. (8), we find back the traditional fourth-power dependence
of the Rayleigh cross section a',(:ar field) _ 4 when k— 0, where
x=kR is the size parameter for a scatterer with the characteristic
radius R. Moreover, (r]((near &M _2G=27R? is the geometrical
cross section, which becomes independent of k when k— ¢ and is
twice the projected area G of the scatterer according to the extinc-
tion paradox [38,53]. The nondimensional trigonometric-type
functions A; and &, in Eq. (8) depend on y as well as the atomic
mass A and elastic constant K of the matrix in which the scatterer
is embedded with an atomic mass and elastic constant that differ
from those of the matrix by the quantities AA and AK, respec-
tively [38]. To compute the incoherent cross section o',((mc), we
apply Eq. (8) to a Ge nanoparticle of volume V,=(Ma)* with
AA/A=(Ag.—Ag;)/Agi=1.5849 where Ag.=72.61 and Ag=28.09
are the atomic masses in atomic mass unit (AMU) of the Ge
embedded scatterer and Si matrix, respectively. The ratio AK/K is
small compared with AA/A for a Ge nanoparticle embedded in a
Si matrix since it is computed as AC;;/C;;=0.24, where Cy; is
the first diagonal element of the Si elastic tensor and ACy, is the
difference between those of Si and Ge. Owing to mass conserva-
tion, the equivalent spherical radius R of each Ge nanoparticle, to
be used in Eq. (8), is defined as R=[3/(4m)]"3 Ma=0.6204 Ma.

In Fig. 4(a), the three curves of the incoherent-scattering effi-
ciency Q,(Cmc)z(r;;“c)/G as a function of the reduced wave number
kd/ for the smallest (M=1), middle (M=2), and largest (M
=3) Ge nanoparticle sizes in a phononic-crystal supercell are plot-
ted with the dashed-dotted, dashed, and solid lines, respectively.
From Fig. 4(a), we conclude that particlelike phonon scattering is
an effect appearing close to the border of the first folded half BZ
(limited by the first thin vertical dashed line in the plot left-hand
side) where the allowed phonon wavelengths are the shortest. In-
deed, the modes with k> 77/d in the high-order folded BZs, where
Q,(('"C) reaches the geometrical limit of 2 (given by the thin top
horizontal dashed line), are forbidden. For the phonon wave-
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lengths larger than four times the supercell period, Q,(('"C) becomes
smaller for the largest (M=3) and middle (M =2) nanoparticle
sizes, so that scattering is dominated by the Umklapp process
when k<m/(2d) and we find back the classical case with 7,
- W

-k,
Q]((mcgn

in this zone. For the smallest nanoparticle size (M=1),

never reaches a value higher than 0.0332, so that the Um-
klapp process is always dominant as in bulk Si, and the decrease
in the thermal conductivity will not be so impressive than that
obtained when M =3 (as shown in Sec. 5). For the middle (M

=2) and largest (M =3) nanoparticle sizes, Q](cmc) increases to the
significant values of 0.3161 and 0.8819, respectively, obtained at
the right border of the first folded BZ (k=/d). The scattering
efficiency is the strongest for the largest (M =3) nanoparticle size,
since its curve is the first to reach its global maximum (obtained in
the half of the second folded BZ) compared with the cases with
M=2 and M=1. Indeed, Q('"C) monotonically decreases with M

k
because N is restricted to 5 in this paper. After their global

maxima, the three curves Q](:nc) in Fig. 3(a) converge with damped
oscillations to the geometrical limit of 2, as in the van de Hulst
approximation in optics [54]. Fig. 4(b) shows the gradual quasi-
linear increase in the scattering efficiency Q,(;::T)/ , computed at the
right border of the first folded BZ with respect to the Ge relative
concentration x in each supercell from 0 (in the case of bulk Si) to
0.8819 (when x=0.344 or M =3).

In our calculations, we avoid the Debye approximation, used
for the simplicity of the discussion in the precedent, by replacing
the proportionality factor k* in o;(far Beld in Eq. (8) by (0gm/ Vi)
in accordance with the developments in Ref. [38]. This replace-
ment leads to an incoherent-scattering cross section, which shows
a modal dependency of both k and m, but involves a correction of
only some percentage of the thermal conductivity. Indeed, in the
incoherent approach, scattering of the optical phonons is minor.

5 Modeling Results

We are interested in both wave- and particlelike effects on the
decrease in the thermal conductivity in our atomic-scale 3D
phononic crystal, which can be investigated from the effective
product (Cv) and MFP (/). In this paper, we compute an upper
limit A, of the thermal conductivity as a function of 7 since an
incoherent approach is used to obtain the particlelike scattering
cross section, which also leads to an overestimate (l),,, of the
effective MFP. Differently, the predicted (Cv) is more realistic
since this quantity is independent of the phonon relaxation times.

In the log-log plot of Fig. 5(a), the dashed-dotted, dashed, and
solid thick curves (from the top to bottom) are the computed up-
per limits A, of the thermal conductivity for the atomic-scale 3D
phononic crystals with the smallest (M =1), middle (M=2), and
largest (M =3) nanoparticle sizes in the supercells with the edge
length 5a, respectively. The top circles (which are interpolated by
the thin top dashed curve) denote experimental measurements of
the thermal conductivity of bulk Si from Ref. [46] for comparison.
The thin bottom dashed horizontal line references to the classical
Einstein limit for disordered bulk Si with an asymptotical value of
0.99 W/mK when T=300 K [37]. The strongest thermal-
conductivity decrease is obtained for the atomic-scale 3D
phononic crystal with the largest nanoparticle size (M =3). In the
latter, N, is lower than the Einstein limit for disordered bulk Si
at usual to high temperatures from 7=260 K to the melting point.
This limit is not beaten by the nanomaterials with smaller nano-
particle sizes (M=1 and 2). Indeed, particlelike scattering is less
significant when the nanoparticles become smaller, and the pho-
non group velocities increase as well. Below 7=20 K, the de-
creasing slope of bulk Si is faster than those of the nanomaterials
when T is reduced, since boundary scattering becomes predomi-
nant owing to the large effective MFP of bulk Si.
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Fig. 4 Diagrams in (a) of the incoherent-scattering efficiency Q" versus
wave number k for three atomic-scale 3D phononic crystals: The curves
displayed by the dashed-dotted, dashed, and solid black lines are for the
nanomaterials with the smallest (M=1), middle (M=2), and largest (M=3)
nanoparticle sizes. The thin top dashed horizontal line in (a) references to
the geometrical limit with the value of 2. The thin dashed vertical lines in (a)
give the right boundaries of the first, second, third, fourth, and fifth folded
BZs from the left-hand side to the right-hand side. In (a), the allowed modes
are only in the first folded BZ at the left of the first thin dashed vertical line
(from the left-hand side). In (b), the maximal allowed Q" at the right
boundary of the first folded BZ, where k=/d, is given as a function of the
Ge relative concentration x in the supercells, where x varies from 0 for bulk
Si to 0.344 for the nanomaterial with the largest nanoparticle size (M=3).

Figure 5(a) has to be matched up with Fig. 5(b), where the
upper-limit curves of the effective MFPs of the atomic-scale 3D
phononic crystals are displayed in a log-log plot by the dashed-
dotted (M=1), dashed (M=2), and solid (M=3) thick lines. A
gradual decrease in (l),,, is observed for an increased T owing to
Umklapp scattering. Owing to significant particlelike scattering in
the nanomaterial with the largest nanoparticle size (M=3), ({)max
becomes lower than only 8 nm when 7=300 K, which is much
lower than the effective MFP of bulk Si of 100 nm at 300 K.
However, in the nanomaterial with M=1, the ([);,, curve is ap-
proximately superposed with that of the effective MFP of bulk Si
(obtained by interpolation of the top circles with the thin top
dashed line). Indeed, in this nanomaterial, the nanoparticles are
made up of a unique DC Si cell. Therefore, they are too small to
generate significant particlelike scattering compared with bulk Si.

Figure 6 is a zoom of the A\, curve for the atomic-scale 3D
phononic crystal with the largest nanoparticle size (M =3) and the
most significant thermal-conductivity decrease with respect to
bulk Si. At 7=65 K, we observe a peak of the curve with A\,
=1.23 W/mK. This maximal value is referenced by the thin top
dashed horizontal line. Below this temperature, Umklapp scatter-
ing becomes insignificant and A, abruptly falls to 0 W/mK. In
contrast, we observe a more gradual decrease in A, above 65 K
owing to Umklapp scattering. At 7=300 K, N, reaches the
value of only 0.95 W/mK, which is smaller than the thermal con-
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ductivity of bulk Si (156 W/mK) by a factor of 165. Close to the
melting point, at 7=1400 K, A\, decreases to the value of
0.5038 W/mK, which is referenced by the thin bottom dashed
horizontal line. This value is twice smaller than the Einstein limit
for disordered bulk Si shown by the thin middle dashed horizontal
line for comparison.

In the bottom of Fig. 7(a), the circles interpolated by a thick
dashed line is a log-log plot of the ratio N,/ Ay of the upper-
limit thermal conductivity of the atomic-scale 3D phononic crystal
with the largest nanoparticle size (M=3) with respect to the
bulk-Si thermal conductivity Ayy. This ratio gradually increases
from 1/4401=0.00023 at 7=20 K to 1/50=0.02 close to the
melting point, while it reaches 1/165=0.0061 at 7=300 K. The
two above plots with the upward and downward triangles (inter-
polated by thick dashed lines) show the ratios (I)max/{Dpuk and
(Cv)/{Cv)pu respectively, where (I),,. and (Cv) are the respec-
tive effective-MFP upper limit and average product Cv in the
nanomaterial with the largest nanoparticle size (M =3) in contrast
to the effective MFP (l)p, and average product (Cv )y, in bulk
Si. We observe a monotonic increase in {/)pa/{Dpu (OWing to
Umklapp scattering) for an increased T as well as a monotonic
decrease in (Cv)/{Cv)pux- The two curves intersect at 7=300 K
and have the same ratios of =~1/13=0.077 at this temperature.
This reference ratio is displayed by the thin top dashed horizontal
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Fig. 5 Diagrams in (a) of the upper limits A\, of the thermal conductivity
versus temperature T for three atomic-scale 3D phononic crystals: The
curves displayed by the dashed-dotted, dashed, and solid black lines are for
the nanomaterials with the smallest (M=1), middle (M=2), and largest (M
=3) nanoparticle sizes, respectively. The thin bottom dashed horizontal line
in (a) is a reference to the Einstein limit of 0.99 W/mK (for disordered bulk
Si). The top circles interpolated by the thin top dashed line are experimental
measurements of the thermal conductivity of bulk Si for comparison. In (b),
the upper limits (/). Of the effective MFP versus T are displayed by the
dashed-dotted, dashed, and solid black lines for nanomaterials with =1,
M=2, and M=3, respectively. The top circles interpolated by the thin top
dashed line give the curve of the effective MFP of bulk Si for comparison.

line. At higher temperatures, we observe that the (Cv) decreases
predominantly over that of (/). At T<300 K, we obtain the
opposite case owing to the predominance of particlelike over
wavelike effects. The ratio (Cv)/{Cv)y converge to a horizontal
curve, which is almost superposed to the thin dashed horizontal

reference line, when 7>300 K. Indeed, the average specific heat
capacities of both nanomaterial and bulk Si converge to the same
constant classical limit at high temperatures while the group ve-
locities are assumed to be independent of 7.

From the bottom to the top of Fig. 7(b), we display the semilog
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Fig. 6 Diagram of the upper limits A\, of the thermal conductivity versus
temperature T for the atomic-scale 3D phononic crystal with the largest
nanoparticle size (M=3). This curve shows a peak at T=65 K with the value
of 1.23 W/mK, which is referenced by the thin top horizontal dashed line.
The middle and bottom thin dashed horizontal lines are references to the
Einstein limit of 0.99 W/mK (for disordered bulk Si) and upper limit A,
=0.50 W/mK (for the nanomaterial) close to the melting point, respectively.
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Fig. 7 Diagrams in (a) of the ratios A/ Aoy (black circles), {Hmax/{Dpu
(black upward triangles) and (Cv)/{Cv)y, (black downward triangles) ver-
sus temperature T for the atomic-scale 3D phononic crystals with the larg-
est nanoparticle size (M=3). Data of the same group are interpolated by a
black dashed line. The thin top dashed horizontal line is a reference to the
intersection point of the curves (/)pax/{Dpux @and (Cv)/{Cv)p,k at T=300 K,
where these ratios have the value of 1/13=0.077. In (b), the ratios \pyax/Apuik
(black circles), (I)max/{Dpu (black upward triangles) and (Cv)/{Cv)y (black
downward triangles) are plotted at T=300 K versus the Ge relative concen-
tration x, where x varies from 0 for bulk Si to 0.344 for the atomic-scale 3D
phononic crystal with the largest nanoparticle size (M=3). In (b), the curves
(Dmax! {Dpuik and (Cv)/{CV)p, intersect when x=0.344, as also seen in (a).

plots of the ratios \pae/ Npuiks {CVY/{CVpuiis a0 (D nax/ Dputi> at
T=300 K, which are displayed by circles, downward triangles,
and upward triangles, respectively (where these symbols are inter-
polated by dashed lines). The three ratios are plotted versus the Ge
relative concentration x in the supercells, which vary from 0 (in
the case of bulk Si) to 0.344 (in the nanomaterial with M=3
showing the largest nanoparticle size). We observe monotonic re-
ductions of Npa/ANpuk and {(Cv)/{Cv)pyx from 1 to 1/165
=0.0061 and 1 to 1/13=0.077, respectively. The ratio
(Dmax’ {Dpu Only begins to decrease when x>0.028 (or M >1).
Indeed, for the nanomaterial with the smallest nanoparticles made
up of only one DC Si cell (M=1), particlelike scattering is insig-
nificant so that the \ reduction is weak and only due to the aver-
age product (Cv). However, when x=0.344 (or M=3), the
(Cu){Cu)puic and (D) pax/ (Dpui curves intersect. As a result, par-
ticlelike scattering in the incoherent approach becomes as signifi-
cant as the wavelike effect only for the atomic-scale 3D phononic
crystal with the largest nanoparticle size (M =3). In the right-hand
side of the diagram, we see the intersection point (at 7=300 K) of
the curves (Cv)/{(Cv)pux and {max/ (Dpuix With the same ratio of
1/13=0.077.

6 Conclusion

We theoretically demonstrate that high-density 3D arrays of
molecular-size self-assembled Ge QDs in Si show a thermal

043206-8 / Vol. 131, APRIL 2009

conductivity, which can be lower by several orders of magnitude
than that of bulk Si. This physical property can have important
consequences on the design of new room-temperature quantum
device architectures and CMOS-compatible thermoelectric de-
vices. We model the thermal-insulating behavior of these crystal-
line nanomaterials using atomic-scale 3D phononic crystals. A
phononic-crystal period or supercell consists of N> DC unit cells
of Si atoms with N=5 here. A 3D periodic nanocomposite of
8N3=1000 atoms is formed, since we substitute a cluster of Si
atoms by Ge atoms in M> DC unit cells at each supercell center.
By varying M from 1 to 3, we obtain boxlike Ge QDs of different
sizes at each supercell center. With the dispersion curves com-
puted by classical lattice dynamics and a semi-analytical equation
based on the relaxation-time approximation of the Boltzmann
transport equation, we obtain the thermal conductivity of the
atomic-scale 3D phononic crystals. Compared with single-crystal
bulk Si, we show that the thermal conductivity in an example
nanomaterial can be lower than the classical Einstein limit and can
be reduced by a factor of at least 165 (when N=5 and M=3),
which can lead to a much larger ZT than unity owing to the
nanomaterial crystallinity. This reduction is not only due to the
significant decrease of the phonon group velocities and incoherent
scattering of the particlelike phonons. Indeed, we expect an even
larger decrease than that predicted in the present model owing to
phonon multiple scattering.
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Appendix

Using a semiclassical formulation [43,44], the heat flux ¢, in a
direction x, which is carried by the phonons with the energy 7wy,
and group-velocity vector vy ,, can be determined for a crystalline
material with a volume V by the following summation over all
possible phonon modes (k,m):

N,
1 Xn
qx= ‘_/E E hwk,mnk,mvk,m - X
m=1 k

where fi=h/(27) is the reduced Planck constant, and m is the
index of one branch of the N,, dispersion curves to which belongs
the mode (k,m) with a number of phonons ny ,, and wave vector
k. However, in the relaxation-time approximation [43,44], the
semiclassical Boltzmann transport equation in the steady state
simplifies to

(A1)

(0)
Ngm ~ Mkm

=Vim* Vnk,m (A2)

Tk,m
where we take into consideration the modal dependence of the

phonon relaxation times 7y ,. In Eq. (A2), nk m 1s the Bose—
Einstein equilibrium distribution:

1
o __ -
nkm hwk’m
exp T -1
B

where kg is the Boltzmann constant. Moreover, a simplification in
the advection term in Eq. (A2), given by Vnkm—VT(ﬂn(O) /d7), is
commonly used in the steady state for a material with dimensions
larger than the effective phonon MFP [44,55,56]. Therefore, by

(A3)

substitution of Eq. (A2) into Eq. (A1) and noting vy ,,= |vk,m , we
obtain
dT 1 nl
qx= d Vz E 7-k m(Uk m COS 0) hwkm l}m (A4)

because the equilibrium term in n:() from Eq. (A2) produces a

zero heat flux (since v_y ,=—vy,), and the heat flux is in the x
direction so that VT'=(dT/dx)x. In Eq. (A4), 6 is the angle be-
tween vy, and the heat flux direction. If we consider isotropic
group velocities, which is a common approximation [44], vy, can
be considered as independent of the wave-vector orientation
(¢, 0) in spherical coordinates. This simplification is acceptable
for materials with several isotropic directions. Using this approxi-
mation, Eq. (A4) becomes

dT 1 Vv
__E -

dx V< 2m)?

21 T
Xf d(ﬁf sin 6d6(cos 6)>
0 0
(0) 2

) dTl2 o - e
T k3 Tom Vlem ‘"’”" JT 27

kmux (0)
an

f kzdkrk,m(vk,m)zh wk,m -

0

d== JaT

(A5)

where k=|k|, and (277)3/V is the k-space volume occupied by
each mode. In Eq. (A5), the integration is limited by the maxi-
mum wave number k,,,,, Which corresponds to the right boundary
of the first BZ. From Eq. (A5), we can derive the thermal conduc-
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tivity N from the Fourier law: g,=—\(dT/dx). We consider the
mode dependence of the phonon MFP [, ,,, which is given by the
following relationship: 7y, =1,/ Uy - Therefore, from Eq. (AS),
we obtain the following relationship for \:

> f R L
=7 k,mvk,m wk,m 8K
3 0 aT

where the group velocities vy, are computed from the dispersion
curves as vy,,=|dwy,,/dk|, and the DOS per volume unit is g,
=k?/(27?) for a bulk material in the isotropic approximation.
Equation (A6) is the same as Eq. (2).

(A6)
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Today’s electronic and optoelectronic devices are plagued by heat transfer issues. As
device dimensions shrink and operating frequencies increase, ever-increasing amounts of
thermal energy are being generated in smaller and smaller volumes. As devices shrink to
length scales on the order of carrier mean free paths, thermal transport is no longer
dictated by the thermal properties of the materials comprising the devices, but rather the
transport of energy across the interfaces between adjacent materials in the devices. In
this paper, current theories and experiments concerning phonon scattering processes
driving thermal boundary conductance (hgp) are reviewed. Experimental studies of ther-
mal boundary conductance conducted with the transient thermoreflectance technique
challenging specific assumptions about phonon scattering during thermal boundary con-
ductance are presented. To examine the effects of atomic mixing at the interface on hgp,
a series of Cr/Si samples was fabricated subject to different deposition conditions. The
varying degrees of atomic mixing were measured with Auger electron spectroscopy. Pho-
non scattering phenomena in the presence of interfacial mixing were observed with the
trends in the Cr/Si hgp. The experimental results are reviewed and a virtual crystal
diffuse mismatch model is presented to add insight into the effect of interatomic mixing at
the interface. The assumption that phonons can only transmit energy across the interface
by scattering with a phonon of the same frequency—i.e., elastic scattering, can lead to
underpredictions of hgp by almost an order of magnitude. To examine the effects of
inelastic scattering on hgp, a series of metal/dielectric interfaces with a wide range of
vibrational similarity is studied at temperatures above and around materials’ Debye
temperatures. Inelastic scattering is observed and new models are developed to predict
hpp and its relative dependency on elastic and inelastic scattering events.
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1 Introduction

The ongoing trend of miniaturization on the nanoscale has cre-
ated many new thermal challenges for device engineers and sci-
entists. In many solid state devices, increased power densities in
combination with continued size reductions are giving rise to ther-
mal processes that cannot be predicted by traditional macroscopic
laws and models. For example, as transistor gate lengths are con-
tinuously decreasing in an effort to continue the trends projected
by Moore’s law, power dissipation is becoming a growing con-
cern. Moore’s law is commonly reported as the doubling of tran-
sistor density on an integrated circuit (IC) every 18 months. As
seen from the trends of the Intel® microprocessors since the turn
of the 21st century, IC engineers have met and exceeded expecta-
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tions of Moore’s law [1]. Much of this progress is attributed to the
ability of engineers and scientists to effectively manage the ther-
mal issues that arise from the continued size reduction of the
components in the ICs. However, in the most current and envi-
sioned applications of nanostructures and nanodevices, thermal
management is a serious issue that is impeding development and
productivity [2].

With the continued reduction of feature sizes in these nanosys-
tems, theories and predictions based on macroscopic principles
must be abandoned in order to accurately deal with the thermal
issues. This is a consequence of the characteristic lengths of ma-
terials in nanodevices reducing to sizes on the order of the mean
free path, A, of the primary energy carriers in solids at device
operating temperatures. As operating speeds increase, for ex-
ample, the characteristic sizes of the transistors in the ICs are
approaching dimensions on the order of 10 nm. Since multiple
carrier-carrier scattering events do not occur when characteristic
lengths are on the order of the mean free path, a local temperature
gradient cannot be established, and therefore Fourier’s law does
not apply. This presents an increased challenge for managing the
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energy transport in these devices, since ultimately, heat is unde-
sirable and must be removed from the active regions of these
devices that are generating energetic carriers.

Although this nanoscale size effect poses a major problem for
understanding energy transfer through materials in a device [3,4],
as these materials become smaller, more critical to the thermal
management of many nanoscale devices is understanding how en-
ergy is transferred across the interfaces of the many materials that
make up a device. As device dimensions shrink, it is becoming
more likely that an energy carrier will scatter at an interface be-
tween two adjacent materials, where the resistance to energy
transfer at this interface is much higher than in the materials that
form the interface [2]. This thermal boundary resistance, Rpp, (the
inverse of thermal boundary conductance, hgp), gives rise to a
temperature drop, AT, across the interface of materials where en-
ergy transport occurs.

Thermal boundary conductance, sometimes termed Kapitza
conductance, was first observed by Kaptiza in 1941 [5] between
copper and liquid helium by observing that in the presence of a
heat flux across the copper/liquid helium boundary, a temperature
discontinuity existed. This phenomenon can be caused by, for ex-
ample, the differing transport properties of the materials adjacent
to the interface [6] or a disordered region of the materials result-
ing from device fabrication conditions [7]. The thermal boundary
conductance, hgp, relates the heat flux to the temperature drop AT
across the interface.

q=hgpAT (1)

The consideration of hpp is vital in the design of nanostructures
used in, for example, IC design, thermal interface materials
[8-10], thermoelectric devices [11,12], thin-film high temperature
superconductors [13,14], vertical cavity surface emitting lasers
[15], optical data storage media [16], ultrashort pulsed laser sys-
tems [17,18], and high power density field effect transistors
[19,20].

In this paper, current theories and experiments concerning pho-
non scattering processes driving thermal boundary conductance
(hgp) are reviewed. Traditional models make assumptions about
phonon scattering that limit their range of applicability. These
models and assumptions are discussed in Sec. 2 along with the
transient thermoreflectance (TTR) technique, a measurement tech-
nique common in measuring interfacial thermal conductance. The
remainder of the paper will review experimental studies of ther-
mal boundary conductance conducted with the TTR technique
challenging specific assumptions about phonon scattering during
interfacial heat transfer. The experimental results are summarized
and several new models, developed as a result of these experi-
ments, are reviewed.

2 Phonon Interfacial Transport: Theory
and Measurements

Although much work has been done in the area of interfacial
thermal transport, most of the work has been done at low tempera-
tures (<10 K) and for liquid-solid interfaces. While there have
been a few proposed theories for room temperature application,
most of which are adaptations of the low temperature models,
there is no model that reliably captures the variability in measured
interfacial thermal conductance. An understanding of the basic
transport mechanisms involved in interfacial transport is critical to
the design and engineering of nanostructured material systems
used in a wide range of technologies, from state-of-the-art nano-
electronics, to thermoelectric modules, to thermal barrier coatings
used in turbine engines.

Thermal energy is transported in metallic materials nearly com-
pletely by the electron system, whereas in nonmetals, the energy
is stored and transported by phonons. Phonon scattering, the main
transport mechanism across a wide range of device interfaces, has
been successfully predicted by various models in limiting cases.
These models are based on the specular or diffuse nature of pho-
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non scattering at the interface. When a phonon undergoes specular
scattering, the angle of the incident phonon equals the reflected
angle and the angle of the transmitted phonons can be determined
by Snell’s law. When a phonon undergoes diffuse scattering, the
scattering event is completely independent of any information
about the particle before the scattering event, such as the angle of
incidence. The particle scatters with equal probability in all direc-
tions. The specularity parameter, p, estimates the probability that
phonons are specularly scattered [21];

7722
16 5] @)

where & is the roughness parameter and \ is the phonon wave-
length. In the case of interfaces, the roughness parameter, &, is the
mean square deviation of the height of the surface from the refer-
ence plane [22]. A representative wavelength of the phonon sys-
tem approaching the interface can be estimated by the thermal
coherence length, L, which assuming a thermal spread of kgT,
can be calculated by [22]

2ahv

Ly=——
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Here kg is Boltzmann’s constant, 7 is Planck’s constant, and v is
the phonon group velocity. At low temperatures, Ly, is large and p
approaches 1 (completely specular scattering). As temperature in-
creases, Ly, decreases, which decreases the probability of specular
scattering (increases the probability of diffuse scattering).

Specular scattering is most likely experienced by long wave-
length phonons (which represent the majority of phonons that are
excited at low temperatures) at perfectly smooth interfaces. For
example, consider an acoustically hard material, such as diamond,
at 5 K. The diamond phonons approach an interface with only one
monolayer of roughness (the lattice constant of diamond is
~3.57 A). Given an average phonon velocity of vgumond
=14,367 m s~! [23], a specularity parameter of p=0.997 is cal-
culated for the diamond phonon scattering. However, as tempera-
ture is increased up to 300 K, the specularity parameter drops
down to p=0, indicating that all phonons will undergo diffuse
scattering events.

To predict hgp in the event of purely specular scattering, Little
proposed the acoustic mismatch model (AMM) [24,25]. In the
AMM the transmissivity, that is, the percentage of the incident
phonons that will be transmitted across the interface, is calculated
based on the ratio of acoustic impedances of the materials on
either side of the interface. The AMM has proven successful at
predicting hgp at low temperatures (T<<7 K) and at ideal inter-
faces [7]. However, this ideal case only represents a very limited
population of interfaces in modern devices, which often operate at
higher temperatures and have disordered regions near the interface
that would induce diffuse scattering. To account for this type of
phonon scattering, Swartz and Pohl [26] developed the diffuse
mismatch model (DMM) to predict hpp at more realistic
interfaces.

To apply the DMM in its simplest form, the following assump-
tions must be made: (1) phonons are elastically scattered—i.e., a
phonon from side 1 with frequency w can only emit a phonon into
side 2 with the same frequency  after the scattering event (for
discussions, side 1 will refer to the softer material with lower
phonon velocities and side 2 will refer to the stiffer material with
higher phonon velocities); (2) phonon scattering is completely
diffuse—i.e., a scattered phonon has no memory of the mode (lon-
gitudinal or transverse) or direction of the incident phonon; and
(3) the materials on both sides of the interface are elastically
isotropic—i.e., the longitudinal and transverse acoustic velocities
are constant in all crystallographic directions. The DMM is math-
ematically stated as
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where the transmissivity from side i to side 3—i, 737, has no
angular or phonon mode dependence because of the nature of
diffuse scattering, D(w) is the density of states, w is the phonon
frequency, and v is the phonon velocity. The generalized notation
of superscript 3—i denotes the side opposite to side i, so that the
side opposite to side 1 is 2 and the side opposite to side 2 is 1
[26]. The subscripts i and j refer to the side and the phonon mode
(longitudinal or transverse), respectively, and the superscript 0 on
19 refers to an equilibrium distribution. Diffuse scattering will
rethermalize the phonon system (thermalizing black boundaries)
[4] so the phonon system can be described by the equilibrium
Bose—Einstein distribution (f%(w, 7)) and can therefore be charac-
terized by a temperature at the interface, 7. The cutoff frequency,
°, of each phonon mode j can be calculated for the separate
phonon modes assuming an isotropic Debye solid, ch-
=v j(f)’TI'ZN)l/ 3, where N is the total number of phonons per unit
volume [27]. Assuming a Debye density of states, the transmis-
sion probability is calculated by [26]

1
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which is a result of applying the principle of detailed balance [28]
to the phonon fluxes from sides i and 3—i approaching a perfect
interface and assuming single phonon elastic scattering.

This model has been shown to predict conductance across
higher temperature interfaces (7>15 K) relatively well [7,26].
However, at much higher temperatures (such as the operating tem-
peratures of high frequency microelectronic devices), the DMM
has been shown to either underpredict or overpredict experimental
data, depending on the material systems [6]. Neither the AMM
and DMM accurately predict hgp in most practical material sys-
tems at conditions of technological interest.

Another model for App, the phonon radiation limit (PRL), esti-
mates the maximum conductance for interfacial transport from
elastic scattering [29]. Development of the PRL is very similar to
that of the DMM. However, the PRL assumes that all of the
phonons in side 3—i up to the cutoff frequency in side i (assuming
o; < §_;) contribute to thermal transport though elastic collisions
(£37'=1). With these assumptions, the PRL is given as

1 i f%(,T)
h?})L= _EJ U3—i,jﬁwD3—i,j(w) do (6)
4 - Jo JaT

which represents the maximum conductance due to elastic scatter-
ing. Since the PRL represents the upper limit of the elastic con-
tribution to thermal transport, it will always predict a higher hgp
than the DMM. The DMM and PRL predict a constant &g, at
temperatures approaching the Debye temperature, ), of the lower
Debye temperature material (acoustically “softer” material or the
material with the lower phonon velocity). This has to do with the
change in the phonon population of the metal film as a function of
temperature, and the fundamental assumption of elastic scattering
employed in the DMM and PRL.

3 Experimental Measurement of %y, Using
the Transient Thermoreflectance Technique

There are many different techniques that have been used to
measure thermal boundary conductance. An in-depth review of

these techniques put into historical context is given by Swartz and
Pohl [26]. This paper reviews studies by several groups who have
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used the TTR technique to measure /gp for a wide range of ma-
terial interfaces. The TTR technique employs a “pump” light
pulse that is focused to a small spot on the surface of a metallic
film that, upon absorption of the incident photons by the electrons
in the metal, creates a temperature rise in the electron system. This
change in temperature of the film produces a proportional change
in the reflectivity. The change in the reflectivity as the film cools
by conduction into the underlying structures is measured with a
time-delayed “probe” light pulse, which is focused onto the center
of the heated region of the film.

The experimental results presented here were obtained using
the TTR experimental setup shown schematically in Fig. 1. The
primary laser output emanates from a Coherent RegA 9000 am-
plifier (seeded with a Coherent MIRA 900 oscillator) operating at
a 250 kHz repetition rate with about 4 wJ/pulse and a 150 fs
pulse width at 800 nm (1.55 €V), which is split at a 9:1 pump to
probe ratio. The pump beam, which is modulated at 125 kHz by
an acousto-optic modulator (AOM), provides a modulated se-
quence of excitation events on the sample surface. The probe
beam passes through a half-wave plate, rotating the polarization
by 90 deg relative to the pump, which enables improved noise
filtering. The length of the probe path is set by precise control of
a dovetail prism mounted on a variable delay stage, with a total
maximum delay between the pump and probe pulses of 1500 ps.
The probe is directed through a polarizing filter, oriented such that
only the probe light is passed and not the pump, which is posi-
tioned before a silicon photodiode, which monitors the reflection
of the probe beam off the sample. A lock-in amplifier triggered at
the modulation frequency of the pump monitors the photodiode
response to the modulation in intensity of the probe beam. The
radii of the pump and probe beams are measured with a sweeping
knife edge technique [30]. Although the low repetition rate of the
RegA system and the “one shot on—one shot off” modulation rate
of the pump beam ensure minimal residual heating between pump
pulses, the phase of the signal must still be taken into account to
account for electronic noise. Phase correction is performed by the
procedures for signal phase adjustment outlined by Stevens et al.
[30]. The thermal boundary conductance is determined by fitting
the TTR data to a lumped capacitance thermal model with hpp as
the free parameter, as outlined in Refs. [31,32].

4 Inability of the DMM to Accurately Predict iy,

The TTR method has been used to determine /g, on a wide
variety of interfaces and experimental measurements show a wide
range of agreement with the DMM. This is easily seen in Fig. 2,
which shows the ratio of measured /g, with the TTR technique to
predict hpp with the DMM calculated via Eqgs. (4) and (5) as a
function of the ratio of the materials’ Debye temperatures. The
ratio of the two materials’ Debye temperatures gives a quantitative
value to compare the degree of differing vibrational states be-
tween two materials. If the ratio is close to unity, then the mate-
rials have very similar cutoff frequencies, and are considered
acoustically matched. If the ratio is much smaller or greater than
unity, then the samples are considered acoustically mismatched.

Figure 2 clearly demonstrates the inability of the DMM to ac-
curately predict hgp. It is seen that in acoustically well-matched
material systems with a Debye temperature ratio close to 1, the
DMM overpredicts the boundary conductance while for mis-
matched systems the DMM underpredicts the conductance by as
much as an order of magnitude. It should be noted, however, that
the interfaces of these samples were not abrupt junctions, and the
influence of the possible formation of a finite-size mixing or two-
phase region at the interface could not be determined. This work
investigates the underprediction and overprediction of the DMM
by systematically investigating two effects, interatomic mixing
and inelastic scattering. These investigations seek to further
explore the validity of the single phonon elastic scattering
assumption.

APRIL 2009, Vol. 131 / 043207-3



/
1 r
Verdi V10 Mira 900 RegA 9000
A=532nm  10W

T,~180f @ 76 MH: T, ~ 190 fs Y
Verdi V5 X ="T20-880 nm single shot - 250 kHz
X=532nm S5W 16 nlfpulse 4 plipulse
" Probe Beam
Delay ~ 1500 ps 2 plate Beam Splitter
Detector
dovetail prism

” Pump Beam

N ” Variable =

ND Filter & cousto-Optic
Modulator

v

Lock-in Amplifier

Automated Data
Acquisition System

Fig. 1 Schematic of the transient thermoreflectance setup at the University of Virginia’s Microscale Heat Transfer
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Fig. 2 Ratio of measured hgp, hT®, to hgp predicted from the DMM, h2M™,
versus the ratios of the Debye temperatures of the metal film to the dielec-
tric substrate. The data presented in this figure are selected results from
Stevens et al. [6], Lyeo and Cahill [50], Stoner and Maris [41], and Hopkins
et al. [31]. Some of the diamond substrates were subject to hydrogen termi-
nation before metal film deposition represented by the “H/diamond” after
the metal film. The general trend shows that the DMM underpredicts mea-
surements on acoustically mismatched samples and overpredicts measure-
ments on acoustically matched samples.
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Fig. 3 Thermal boundary conductance measurements on vari-
ous Cr/Si interfaces from Hopkins et al. [32] and corresponding
VCDMM calculations from Beechem et al. [34]. Where the
DMM predicts hgp, that is almost eight times larger
(0.86 GW m~2 K-') than that measured on the samples with no
dependence on mixing layer thickness or compositions, the
VCDMM calculations are within 18% of the measured values
and show similar trends with mixing layer thickness when tak-
ing into account the change in Si composition in the mixing
region.

5 Effects of Interatomic Mixing on Thermal Boundary
Conductance

In realistic nanodevices, pronounced interdiffusion or reactions
at the interface can occur on the order of the characteristic length
of the device, even at room temperature [33]. This interdiffusion
results in the presence of a disordered and two-phase region at the
interface of two materials, which contributes to the overall hgp
[26]. The effect of disorder, or a two-phase region, on hgp has
been the focus of many numerical studies [34-38], but the lack of
experimental observation has led to conflicting theoretical results
for hpp as a result of multiphase and diffusion regions. For ex-
ample, the scattering-mediated acoustic mismatch model, which
assumes complete specular scattering, predicts a decrease in hgp
[39], while calculations by Kozorezov et al. [40] indicate an in-
crease. Lattice dynamics calculations have offered insight into
phonon interfacial transmission and /gp, but these only apply to
specific interfacial structures. There have been limited experimen-
tal studies on the role of mixing on hgp, but the Norris Laboratory
just recently was the first to publish quantitative experimental re-
sults relating thickness of the interdiffusion region to changes in
measured hpp [32].

Hopkins et al. [32] measured hg, across different Cr/Si inter-
faces subjected to various fabrication conditions with the TTR
technique. Chromium and Si represent acoustically matched ma-
terials with nearly identical Debye temperatures (65(Cr)=630 K
and 0p(Si)=640 K) [27] and therefore have similar cutoff
frequencies. The interfaces were characterized with Auger elec-
tron spectroscopy (AES) to quantify the thickness of material
mixing and elemental concentration in the mixing region. The
interfacial mixing observed in these AES profiles ensures com-
pletely diffuse scattering, so the DMM can be compared with the
experimental data. The DMM predicts Ay, of 0.855 GW m~2 K~!
using a Debye approximation. The measured hp, ranged from
0.178 GW m~2 K~! in the sample with a 9.5 nm mixing layer
thickness to 0.113 GW m~2 K~! in the sample with 14.8 nm of
mixing as shown in Fig. 3. The DMM overpredicts the measured
hgp, which has often been associated with poor interface quality
and substrate damage [6,7,26,41].
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A portion of the difference between the measured hpp and that
calculated from the DMM in well-matched samples such as Cr/Si
could result from varying degrees of mixing. The DMM does not
take into account an interfacial mixing layer. Although the
scattering-mediated acoustic mismatch model accounts for mul-
tiple scattering events that could result from interfacial disorder
[39], it assumes specular phonon reflection, which clearly is not a
valid assumption in this case since the interfacial region was ob-
served to be significantly disordered.

At an ideal interface with no mixing, a phonon from the Cr film
scatters at the Cr/Si interface, and is either transmitted into the Si
or reflected back into the Cr. From Eq. (5) the phonon transmis-
sion probability for the Cr/Si interface is (" 5'=37%, meaning
that at the ideal interface, 37% of the phonons are transmitted
from the Cr into the substrate. In the event of interfacial mixing,
the phonons must propagate across a finite amount of space to
conduct energy into the substrate. When these phonons scatter
with Si at the beginning of the mixing layer, a certain percentage
of the phonons are transmitted deeper into the mixing layer. As the
thickness of the interfacial mixing layer increases, the probability
that a phonon will scatter more than once increases thereby de-
creasing hpp, which is expected with increased diffuse scattering
in well-matched materials. Thus, the presence of an interfacial
mixing region causing multiple elastic scattering events, which
are not accounted for, may be the cause of the overestimation of
the DMM in well-matched material systems with Debye tempera-
ture ratios close to 1.

6 Predicting the Interfacial Mixing Dependency of /5y,
With the VCDMM

Beechem et al. [34] presented a virtual crystal diffuse mismatch
model (VCDMM) to predict the influence of mixing region thick-
ness and composition on /gp. This model introduces a simple
correction to the DMM through use of a virtual crystal to account
for the manner by which energy propagates through the interfacial
region. In this manner multiple scattering events occurring at the
interface can be quantified allowing for more accurate prediction
of hpp as well as insight into the effect of interfacial quality on
overall heat transfer.

To account for a finite interfacial thickness, the VCDMM re-
places the interfacial region with a third material, the virtual crys-
tal, which has properties that are a blend of the bulk materials on
either side [42] and a thickness equal to the length of disorder.
Incorporating the virtual crystal modifies the DMM to account for
both the interaction between each of the bulk materials and inter-
face as well as the now finite thickness of the interface.

The interaction between the two materials and the disordered
region is investigated by estimating the conductance between each
of the bulk materials and the virtual crystal. This is accomplished
by applying the DMM for each of the now two interfaces with a
modification of the transmission coefficient to account for the vir-
tual crystal so that the transmission is calculated at the i/virtual
crystal and 3—i/virtual crystal interfaces. Again, this calculation
assumes all solids are Debye solids. It follows that hpp for the
two-interface system is given by

1 IR

The above relation accounts for only the efficiency by which
energy transfers from the bulk to the interface but does not ana-
lyze the ease by which energy propagates through the interfacial
region. To examine this effect, the results of Eq. (7) are scaled
according to the depth factor, =, which is a ratio of the interfacial
thickness, &, to the mean free path of the virtual crystal, Ayc
(E=6/Ayc). The interfacial thickness, &, is also the roughness
parameter used in Eq. (2). Using kinetic theory with the virtual
crystal approximation for thermal conductivity [42] to estimate

hVCDMM
BD
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the mean free path along with the measured thickness of the Cr/Si
interface, the depth factor is calculated allowing for the estimation
of hgp from the VCDMM by

ot — -1 -1
J,YCDMM _ = + = _ Ave 1 N 1
BD T| pove T amiove | T T 5| piove T snieve
BD BD BD BD

(8)

Equation (8) describes the effect of interatomic mixing around
the interface on phonon interfacial transport. However, in acous-
tically matched metal/dielectric material systems such as Cr/Si,
another channel of energy transport associated with electron-
phonon nonequilibrium could significantly affect interfacial en-
ergy transport [43]. In well-matched material systems, the thermal
resistance associated with phonon-phonon interfacial transport,
R,,=1/ hpp, is relatively small and on the same order as the resis-
tance associated with an electron-phonon nonequilibrium in the
film near the interface, R,,=1/h,,, where this electron-phonon
boundary conductance is given by [43]

hep= kG )

where k,,, is the phonon thermal conductivity in the metal and G
is the electron-phonon coupling factor of the metal [44-47].
Therefore, in acoustically matched material systems, R,, must
also be taken into account, which leads to

1 1 1 -1
Py SPMM — & +E-[ = ] (10)
BD Vk,,,,G J h;;)vc h%;)ﬁvc

Shown in Fig. 3 is a comparison of the virtual crystal model to
the experimental data from Hopkins et al. [32]. The virtual crystal
approach is within 18% of the measured values whereas the pre-
dicted hgp of the DMM, which does not account for any interfa-
cial mixing, is about eight times these values. In both prediction
and measurement, there is a distinct trend of decreasing /gp with
increasing interfacial thickness. This results from the additional
scattering, which occurs as the phonons must propagate through
the disordered region.

7 Influence of Inelastic Phonon Scattering on Thermal
Boundary Conductance

In an attempt to investigate the underpredictive trends of the
DMM as seen in Fig. 2, several computational and experimental
efforts have been undertaken. In 1993, Stoner and Maris [41]
reported hpp at a range of acoustically mismatched interfaces
from 50 K to 300 K. As expected from the DMM, the measured
hpgp decreased with an increase in sample mismatch and the
change in hpgp decreased with temperature. In the sample with the
greatest mismatch, Pb/diamond, values of /g, were measured that
exceeded the DMM prediction by two orders of magnitude. One
possible explanation offered for the underestimate of /g by the
DMM was the occurrence of inelastic scattering—i.e., one or
more phonons of frequency w; on side 1 were emitting one or
more phonons of frequency w, on side 2—thereby offering addi-
tional channels for transport not accounted for in the DMM. At a
Pb/diamond interface, a high frequency diamond phonon could
scatter at the interface and emit low frequency phonons on the Pb
side.

As the interface temperature increases above the Debye tem-
perature of the softer material (i.e., in the classical limit), the
DMM predicts that hgp is relatively constant. This is a result of
the change in phonon population with temperature predicted by
the Bose—FEinstein distribution function. At temperatures close to a
material’s Debye temperature, the change in phonon population
with temperature becomes linear. The DMM is a function of the
temperature derivative of the Bose—Einstein distribution, which
results in the constant /i, predicted at higher temperatures (T
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Fig. 4 Ratio of measured hgp, hg5?S, to hgp predicted from the
DMM, h2PM, versus temperature for six different acoustically
mismatches samples. The data presented in this figure are se-
lected results of Lyeo and Cahill [50], Stoner and Maris [41],
and Hopkins et al. [31]. Some of the diamond substrates were
subject to hydrogen termination before metal film deposition
represented by the H/diamond. The general trend shows that
the increase in hgp observed with temperature over the tem-
perature range for each sample is much greater than the in-
crease with temperature predicted by the DMM. These data
show a linear trend in hgp with temperature, which is evidence
of inelastic scattering.

> ) when elastic scattering is assumed. Assuming only elastic
scattering and a Debye solid, the transmission coefficient is inde-
pendent of temperature.

To check the temperature dependence of hgp), Stevens et al. [37]
performed molecular dynamics (MD) simulations at a range of
temperatures. The simulations were conducted on both highly and
lightly mismatched interfaces with Debye temperature ratios of
0.2 and 0.5. A strong linear relationship was observed in the hgp
results for the temperature range considered, with hpp varying by
nearly a factor of 4. This strong linear temperature dependence
suggests a thermal transport mechanism that is dependent on tem-
perature in the classical limit. The most likely explanation for this
discrepancy is that while MD simulation accounts for both elastic
and inelastic scattering at the interface, the DMM accounts only
for elastic scattering. Chen et al. [48] used MD simulations to
examine a Kr/Ar nanowire interface, showing a linear increase in
hpp with an increase in temperature from 35 K to 55 K, which
they ascribed to anharmonic processes. Kosevich [49] considered
the role of inelastic scattering on the phonon transmission prob-
ability using a multiharmonic model to show that inelastic scat-
tering makes a greater contribution to hgp than elastic scattering
for interfaces with very different vibrational spectra.

Evidence of inelastic scattering has been observed experimen-
tally by Lyeo and Cahill [50] at low temperatures (7= T\y,mn) and
Hopkins et al. [31] at high temperatures (7= T,o). Lyeo and
Cahill [50] observed an approximately linear increase in hgj, over
a temperature range of 80-300 K on carefully prepared Pb and Bi
thin films on diamond substrates. Hopkins et al. [31] observed a
linear trend in hpp over temperatures from 300 K to 500 K on
several different samples, including the heavily mismatched
Pt/Al,O5 and Pt/AIN interfaces. The linear trends observed in
these experimental works match the aforementioned simulation
results, which suggested that multiple-phonon processes (inelastic
scattering) can play a significant role in interface thermal conduc-
tance. However, these data do not agree with the trends predicted
by the DMM. Selected data from Stoner and Maris [41], Lyeo and
Cahill [50], and Hopkins et al. [31] are shown in Fig. 4, which
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shows the ratio of measured /pp to that predicted from the DMM
for six different samples over a 200 K temperature range. It is
apparent that in these mismatched samples, the measured data
show an increasing linear trend, which is much greater than the
slightly increasing if not constant predictions from the DMM.

The presence of inelastic scattering events, which add an addi-
tional channel of interfacial energy transport, may be the cause of
the underestimation of the DMM in mismatched material systems
with distinctly different Debye temperatures. In well-matched ma-
terial systems, such as Cr/Si as previously studied, the difference
between the modes in the film and substrate is very small, so the
joint vibrational modes near the interface are most likely present
in both the film and substrate making elastic scattering highly
probable.

8 Joint Frequency Diffuse Mismatch Model

An underlying assumption governing the DMM is that a pho-
non transmits energy across an interface by emitting a phonon
with the same frequency, i.e., the phonons are elastically scattered.
Therefore, as the interface temperature increases above the Debye
temperature of the softer material, the DMM predicts that hgp, is
relatively constant. This implies that the DMM predicts a constant
hgp above ~100 K for Pb/diamond since 6,(Pb)=105 K [27]. In
fact, the DMM predicts a constant hgp above 100 K for any Pb
interface regardless of the substrate. However, if inelastic phonon
processes occur (i.e., a phonon with frequency w;, .. Scatters
into several phonons with frequencies below wj, ), then the change
in hpp with temperature would be related to the change in the
diamond phonon population in addition to the Pb population.

Hopkins and Norris [51] developed a simple correction to the
DMM to account for the discrepancy between the DMM and the
experimental data in the event of inelastic scattering. By blending
the vibrational spectra of the film and substrate materials, an ap-
proximation for the contribution of the inelastic modes was devel-
oped with a diffuse scattering assumption, the joint frequency dif-
fuse mismatch model (JFDMM). The JFDMM assumes the same
form as the DMM but uses a modified phonon velocity that is
taken as a weighted average of the velocities of the phonon sys-
tems from sides 1 and 2. Consequently, this results in a weighted
average of the phonon spectra used in the /g calculation, given
by

2

Dpotj= 55— = (11)
dj = s w=w A,
mod,; zwzv?nOd,j mod,/
Ohod j = Umod A6T(EN; + &_N3_ )} (12)
Umod,j = &V + §3-03-; (13)

where the weighting factor §; is simply a percentage of the com-
position of the phonons in each material in the unit volume, ex-
pressed mathematically as
N
N
3-i

gl_ N,' (14)
— M+ M,
N
where M; is the atomic mass of side i. Since the DMM is calcu-
lated per unit volume, to better estimate the percent composition
of the joint vibrating atoms near the interface, the relative number
of phonons on each side must be taken into account by including
the number of oscillators per unit volume, N. This is similar to
calculating the percent composition of atoms in any compound
(for example, the %O in H,0). This approximation introduces
high frequency phonons that are available in the vibrational spec-
trum in side 2 (stiffer material or the substrate in the aforemen-
tioned data) but not side 1 (softer material or the film in the
aforementioned data) into the incident heat flux. The JFDMM

Journal of Heat Transfer

increases the prediction of hpp by a factor that is proportional to
the side 2 vibrational spectrum, giving an approximation for in-
elastic scattering. The transmission coefficient for the JEDMM is
still assumed to be calculated with Eq. (5); note that this relaxes
the assumption of detailed balance since the JFDMM assumes a
modified phonon flux.

Figure 5 compares the predictions from the DMM and JFDMM
to experimental TTR data shown in Fig. 4. Figure 5 shows the
ratio of measured hpp to the predicted hpp by the DMM and
JFDMM. This figure compares predictive trends for data on Pt/
AIN [31], Pt/Al,05 [31], Au/diamond [41], Bi/H/diamond [50],
and Pb/diamond and Pb/H/diamond [50]. The model calculations
use elastic constants to calculate phonon velocities and material
properties to calculate the cutoff frequencies [23]; the material
properties used in these calculations are listed in Table 1. The ratio
of measured data to DMM predictions is shown by the filled sym-
bols and the ratio of measured data to the JFDMM is represented
by the outline of the symbols with no fill. Note that the models
cannot distinguish between different depositions or interface con-
ditions [32,52], so the predictions by the models on the hydrogen
terminated diamond and non-hydrogen-terminated substrates are
the same. The JEFDMM predicts a closer value and better tempera-
ture dependent trend to the experimental data than the DMM. The
JFDMM shows a different temperature dependent trend than the
DMM, which is more in line with the experimental data since it
assumes that phonons with frequencies higher than the cutoff fre-
quency in side 1 can participate in hpp. These data sets represent
material systems that show evidence of inelastic scattering at
these temperatures. The agreement between the JFDMM and the
experimental data is much closer in the heavily mismatched ma-
terials than the not-as-heavily mismatched materials. This could
be due to the contributions of inelastic scattering to hgp being
much greater in the heavily mismatched material systems [53].

9 Inelastic and Elastic Scattering Contributions to
Thermal Boundary Conductance

Although the JFDMM shows improvement in /gp predictions
in the event that inelastic phonon scattering dominates interfacial
transport, this method makes necessary assumptions about phonon
transport that deserve further attention. The main assumption of
the JFDMM is that a fraction of the available phonon states in the
substrate are present in the film. In actuality, the atoms around the
interface are vibrating at joint modes by Newton’s law of motion
[54]. The maximum allowable frequency for these joint modes is
the substrate cutoff frequency. However, dampening of these
modes will occur due to the differing interatomic forces of the
film and substrate. This prevents the joint modes from oscillating
at certain frequencies. This continuum phenomenon is paralleled
quantum mechanically in the JFDMM through the weighted aver-
age of the two materials’ phonon states in the incident flux. The
weighting factor, §, reflects the dampening of the substrate modes,
and is used to enhance the incident phonon flux to take into ac-
count the joint vibrations that are allowed after dampening effects.
However, without computationally expensive computer simula-
tions or a rigorous theoretical treatment, this weighting factor can-
not be explicitly determined for every phonon mode, and therefore
should be viewed as an estimation of the joint modes participating
in hpp. The JFDMM can be viewed as a starting point for esti-
mating the maximum /gp due to inelastic scattering.

Consider atoms vibrating at joint modes around the interface
with no dampening effects. These atoms can therefore vibrate at
all allowable frequencies up to the maximum allowed frequency
in the substrate. Atoms on sides 1 and 2 will be coupled in joint
vibrational modes with frequencies up to the cutoff frequency of
side 2. This is paralleled in the JFDMM by making the weighting
factors (Eq. (14)) &,=0 and & =1, which conceptually is treating
hpp as a function of the incident phonon flux from side 2 trans-
mitted into side 1. This simplifies Eqs. (11)-(13) to Dyeqj=D> ,
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Fig. 5 Ratio of measured hgp, h35, to hgp predicted from the DMM and JFDMM versus
temperature for six different acoustically mismatched samples. The data presented in
this figure are selected results of Lyeo and Cahill [50], Stoner and Maris [41], and Hop-
kins et al. [31]. The JFDMM captures the temperature trends in the data that exhibit
inelastic scattering, and predicts hgp values that are more in line with the experimental

measurements.

Onod,j= @5 j» and Vpyoq j=Us j, respectively, and redefines Eq. (4) in
terms of the flux transmitted from side 2 to side 1, given as [53]

hglle)l_ Ef U3 ljth'i lj(w) [fo( T)glnel(T)]dw

(15)

From the nature of diffuse scattering, the inelastic transmission
probability is Z'°/(T)=1-£"(T), which is different from the elas-
tic transmission probability calculated with Eq. (5). Equation (15)
allows higher frequency phonons that do not exist in the film to
participate in hgp. Without knowledge of the explicit temperature
dependence of {3 inel( ) hpp cannot be calculated. However, the
use of Eq. (15) along with experimental data can give important
insights into the role of inelastic phonon scattering in thermal
boundary conductance.

Hopkins and Norris [53] used Eq. (15) to develop the inelastic
phonon radiation limit (IPRL). Consider the case where all avail-
able substrate phonons are participating in hgp. In this case, the
probability that a phonon on side 2 is inelastically transmitted

Table 1

(i.e., scatters into lower frequency phonons and is transmitted into
side 1) is unity. By letting £5 inel(7)=1, Eq. (15) becomes an ex-
pression for the largest allowable thermal boundary conductance
due to inelastic scattering, or the IPRL, expressed as

D

The IPRL assumes that all side 2 phonons are transmitted into the
film, and does not explicitly take into account elastic or inelastic
scattering processes. However, by allowing all frequencies of
phonons in side 2 to transmit energy into side 1, which has the
lower cutoff frequency, inelastic scattering is implied. Note that in
this limit, similar to the JFDMM, which also takes into account
some inelastic scattering, the assumption of equilibrium is relaxed
and therefore the principle of detailed balance is not enforced.
From the trends in the IPRL as compared with the PRL and
experimental data, the relative contributions of elastic and inelas-
tic scattering can be examined [53]. Above the film’s Debye tem-
perature, it is apparent that contributions from elastic scattering

f?fo(w Do

hlPRL ﬁ DZJ( )

BD —

(16)

Pertinent thermophysical properties of materials in this work: from top to bottom: molar mass—M [23], molar density—n

[23], longitudinal and transverse phonon velocities (which were calculated from the elastic lattice constants), v, and vy [23],

Debye temperature—6, [27], and mass density—p [23]

Al,O4 AIN Au Bi Cr Diamond Pb Pt Si
M (kg mol™") 0.102 0.0203 0.197 0.209 0.052 0.012 0.207 0.195 0.028
n (mol m~3) 38,922 160,345 97,970 46,794 138,269 290,008 55,990 110,872 83,214
v, (ms™) 10,890 11,120 3,390 1,543 6,980 17,500 2,350 4,174 8,970
vy (ms™) 6,450 6,267 1,290 1,107 4,100 12,800 970 1,750 5,332
0, (K) 1,043 1,150 165 119 630 2,230 105 240 645
p (kg m™) 3,970 3,255 19,300 9,780 7,190 3,512 11,590 21,620 2,330
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Fig. 6 Relative magnitude of inelastic scattering on hgp. This
ratio compares the inelastic contribution to hgp to the elastic
contribution. Details of these calculations are found in Ref.
[53]. The role of inelastic phonon scattering increases as the
acoustic mismatch of the film and substrate becomes greater.
The range in which hgp should increase linearly with tempera-
ture due to inelastic scattering also increases with acoustic
mismatch.

will result in a constant /igp. However, inelastic scattering events
will drive the linear trend in hgp. Therefore, the total thermal
boundary conductance in the classical limit (7> 6p) will be a
blend of both the constant elastic contribution and the temperature
dependent inelastic phonon scattering contributions. To demon-
strate the relative contribution to hpj, due to inelastic scattering as
compared with that due to elastic scattering, the ratio h}';g'/h?D is
plotted versus temperature in the classical regime in Fig. 6 for the
six interfaces studied. As expected, the inelastic contributions
compared with the elastic contributions to hgp in Pb, Bi, and Au
on diamond are more temperature dependent than the relative con-
tribution in the Pt/ Al,O3 and Pt/AIN samples due to the higher
Debye temperature of diamond than Al,O3 and AIN. This also
leads to the inelastic contributions becoming independent of tem-
perature at higher temperatures in the diamond samples as com-
pared with the Al,O3 and AIN substrate samples. In fact, the high
temperature limits of the diamond substrate samples are not
reached until the interface temperatures are driven above the melt-
ing temperature of the metal, meaning that in nanostructures com-
posed of these interfaces, hpp will continually increase with tem-
perature until melting. Also, in the high temperature limit, as the
mismatch between the materials adjacent to the interface grows,
the contributions of inelastic phonon scattering to thermal bound-
ary conductance increase.

10 Conclusions

The ongoing trend of miniaturization on the nanoscale has cre-
ated many new thermal challenges for device engineers and sci-
entists. An understanding of nanoscale energy transport is becom-
ing increasingly important as standard device sizes continually
decrease and classical heat transfer laws fail to predict energy
transfer processes in a growing number of nanodevices. In nan-
odevices, it is more likely that energy carriers will scatter at an
interface between two adjacent materials, where the resistance to
energy transfer is much higher, than in the materials that form the
interface. Traditionally used models do not adequately predict the
rate of energy transfer across these interfaces, which is governed
by the thermal boundary conductance, hgp. The most commonly
used model of hgp, the DMM, overpredicts /gy in well-matched
material systems with a Debye temperature ratio close to 1 and
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underpredicts hgp for mismatched material systems by as much as
an order of magnitude. The major limiting assumptions in the
DMM are examined using experimental results obtained using the
TTR technique, and several new models are presented.

A study of the interfacial transport in the presence of atomic
mixing at the boundary between two materials lends insights into
the effect of multiple-phonon scattering. The presence of an inter-
facial mixing region causing multiple elastic scattering events that
are not accounted for may be the cause of the overestimation of
the DMM in well-matched material systems with Debye tempera-
ture ratios close to 1. The VCDMM, which introduces a mixing
region to the DMM, offers insight into the scattering processes
that affect hpp at these imperfect interfaces.

Experimental measurements of hpp at elevated temperatures
(T= 6p) enable exploration of the influence of inelastic scattering
mechanisms. A linear trend in /gy has been observed in several
samples, even when the temperature is driven above the Debye
temperature of the softer film material. Since the DMM only ac-
counts for elastic scattering, the hpp calculations from the DMM
predict a relatively constant temperature trend. The measured lin-
ear trend shows that inelastic scattering contributes to interfacial
transport at temperatures around and above the Debye temperature
of a material adjacent to a solid interface.

To further understand the role of inelastic and elastic scattering
events in interfacial transport, the JFDMM was developed, which
takes into account the contributions of inelastic scattering to hpp
by considering the phonon flux at the interface to consist of fre-
quencies that exist in both solids. The JFDMM shows improved
values and trends in hpp predictions from the DMM. From the
basic assumptions of the JFDMM, an upper limit to hg, was
derived assuming all phonons are participating in energy transfer
through inelastic scattering—the IPRL. To further understand in-
elastic scattering, experimental data on several interfaces were
quantitatively compared, and the relative contributions of inelastic
and elastic scattering to hpp at these different interfaces were
observed. The relative contribution of inelastic scattering to hgp
decreases as the materials adjacent to the interface become vibra-
tionally similar.
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Nomenclature
spectral phonon density of states per unit
volume

f = phonon statistical distribution of energy states

G = electron-phonon coupling factor, W m= K~

fi = Planck’s constant divided by 27, J s
hpp = thermal boundary conductance, W m~> K~

kg = Boltzmann’s constant, J K™!
Ly = thermal coherence length, m

M = molar mass, kg mol™!

N = phonon number density, m™~
molar density, mol m=>
specularity parameter
Rpp = thermal boundary resistance, W~! m? K!

T = temperature, K
v = group velocity, m s~

3

1

Greek Symbols
8 = interfacial roughness (thickness), m
0p = Debye temperature, K
= interfacial transmission probability
A = mean free path, m
N = wavelength, m

"~
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3

p = mass density, kg m~
E = interfacial depth factor
o = angular frequency of vibration, s™!
& = weight factor for vibrational states
Subscripts
ep = due to electron-phonon scattering
i = side i

Jj = polarization (longitudinal or transverse)
L = longitudinal mode
mod = modified to account for joint vibrational states
pp = due to phonon-phonon scattering
T = transverse mode

Superscripts
0 = equilibrium
¢ = cutoff

DMM = calculated with the diffuse mismatch model
el = accounting for elastic processes
i—3—i = from side i to side 3—i
i—VC = from side i to the virtual crystal
inel = accounting for inelastic processes
IPRL = calculated with the inelastic phonon radiation
limit
meas = measured with the TTR technique
PRL = calculated with the phonon radiation limit
VCDMM = calculated with the virtual crystal diffuse mis-
match model
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With the ever decreasing characteristic lengths of nanomaterials, nonequilibrium
electron-phonon scattering can be affected by additional scattering processes at the
interface of two materials. Electron-interface scattering would lead to another path of
energy flow for the high-energy electrons other than electron-phonon coupling in a single
material. Traditionally, electron-phonon coupling in transport is analyzed with a diffu-
sion (Fourier) based model, such as the two temperature model (TTM). However, in thin
films with thicknesses less than the electron mean free path, ballistic electron transport
could lead to electron-interface scattering, which is not taken into account in the TTM.
The ballistic component of electron transport, leading to electron-interface scattering
during ultrashort pulsed laser heating, is studied here by a ballistic-diffusive approxima-
tion of the Boltzmann transport equation. The results for electron-phonon equilibration
times are compared with calculations with TTM based approximations and experimental
data on Au thin films. [DOL: 10.1115/1.3072929]
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1 Introduction

With the continued progress in development and production of
nanostructures and nanosystems also comes development of high-
powered high-precision measurement systems. Ultrashort pulsed
laser systems are now commercially manufactured and marketed
with optical pulses as short as a few femtoseconds. At these ul-
trashort time scales, ultrafast phenomena that are crucial in many
nanoscale applications are directly observable, such as ablation
and laser machining of materials [1-3], spin dynamics in magnetic
materials [4-8], electron relaxation in metals [9—12], electron-
phonon heat transfer in thin metal films [13-17], and electron-
carrier processes in semiconductors [18,19]. These ultrafast phe-
nomena often induce electron-phonon nonequilibrium, where the
temperature of the free electron system can reach several thou-
sands of Kelvin with just a few degrees of temperature increase in
the lattice system. However, as engineers continue to fabricate
materials and devices with decreasing characteristic lengths, the
ultrafast processes become increasingly difficult to observe and
characterize with femtosecond optical techniques due to the pres-
ence of material interfaces. For example, Hopkins and Norris [14]
showed that electron-interface scattering affects transient ther-
moreflectance (TTR) [20] measurements of the electron-phonon
coupling factor in thin Au films. They attributed this interference
to ballistic electron transport resulting from the ultrashort femto-
second pulse leading to a thermal penetration depth of the electron
system stretching to the Au film-substrate interface [13]. There-
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fore, during electron-phonon thermalization, the electron system
also scatters at the Au/substrate interface and loses energy to the
substrate, so the observed electron-phonon coupling factor is
greater than that predicted via traditional models [21]. This sug-
gests that during ultrashort pulsed laser heating, when the film
thickness is less than the ballistic penetration depth of the elec-
trons, there are two competing electron scattering processes af-
fecting the equilibration of the “electron gas” with the surround-
ing media: electron-phonon scattering in the film due to diffusive
electron transport and electron-interface scattering at the film/
substrate interface due to ballistic electron transport.

In this report, the effects of ballistic electron transport after
ultrashort pulsed laser heating are compared with the diffusive
electron transport that contributes to electron-phonon coupling in
thin metal films. Different effects of ballistic electron transport
during electron-phonon nonequilibrium have been experimentally
observed in Au by several groups [13,14,22,23], but the relative
effects of ballistic and diffuse electron transport and subsequent
scattering mechanisms have yet to be considered separately; this
is possible by considering electron transport during electron-
phonon nonequilibrium with the ballistic-diffusive approximation
(BDA) [24,25] to the Boltzmann transport equation (BTE) [26].

2  Background

2.1 Two Temperature Model. Energy transport during
electron-phonon nonequilibrium is described with the two tem-
perature model (TTM) [27]. In thin metal films with thicknesses
less than the thermal (ballistic) [13] penetration depths, &, the
TTM can be expressed in the simplified form that assumes the
thermal gradient of the electron system is minimal [13,14], which,
after short pulse absorption, is given by

aT
C,—=-G[T,-T 1
e&t [e L] ()

APRIL 2009, Vol. 131 / 043208-1



Film | Substrate

z=d<¢

>

T b Substrate

z=d<¢

Fig. 1 Schematic of temperature changes of electron and lattice systems immediately
after short-pulsed laser heating, in the case when the film thickness is less than the
ballistic penetration depth. (a) Insulated boundary between the film and substrate:
electron-phonon coupling will dominate the electron scattering events and drive electron
cooling. Although electrons will traverse to the film/substrate interface, assuming an
insulated boundary, the electrons will elastically reflect off the interface and travel back
into the film and scatter with phonons in the film. (b) Uninsulated boundary between the
film and substrate; electrons can inelastically scatter at the interface creating another
form of energy loss from the electron system in addition to electron-phonon scattering

in the film.

aT,
CL(?—ZL =G[T,-T,] )

where C, is the electron system heat capacity, T, is the tempera-
ture of the electron system, G the electron-phonon coupling factor,
C; is the lattice heat capacity, and 7, the temperature of the lat-
tice. Equation (1) is subject to T,(t=0)=T, . and Eq. (2) is
subject to T;(t=0)=T,, where T, is the maximum electron
temperature after laser absorption and 7}, is the initial temperature
of the thin metal film. A schematic illustrating the change in elec-
tron and phonon temperatures at various times after pulse absorp-
tion (represented by r=0) up to the electron-phonon thermaliza-
tion time, 7,,, of the thermal processes described by Egs. (1) and
(2) are shown in Fig. 1(a). The scattering processes and tempera-
ture changes driving electron-phonon thermalization are illus-
trated by the arrows in this figure. In this thermal process, since
the film-substrate boundary is considered “insulative” (i.e., any
electron scattering occurring at the boundary is completely elastic
and reflective) and since the ballistic penetration depth is greater
than the film thickness, the thermal gradient in the electron system
is considered negligible, and volumetric electron-phonon coupling
is the primary mode of electron thermalization with the surround-
ing medium (being the film’s lattice). Since d <&, there will be
electron-interface scattering, but as previously mentioned, elec-
trons elastically reflect off the interface then penetrate back into
the film and scattering with phonons. In addition, note that the
arrows representing the electron scattering processes are drawn
slightly skewed from the vertical. This represents the fact that,
although there is no net thermal gradient in the electron system,
electrons still travel in all directions with different velocities (the
net of which is zero), resulting in electron-phonon scattering.
Also, since the ballistic penetration depth (which is related to the
elastic electron mean free path, since multiple electron scattering
events will give rise to electron relaxation into a Fermi distribu-
tion) is a statistical quantity, not all electrons will penetrate to a
depth 6 before electron-phonon scattering. This is depicted by the
arrows in Fig. 1(a) that are not “reflecting” at the interface.

The electron cooling process in Fig. 1(a), which is mathemati-
cally explained by the TTM, describes energy exchange between a
hot electron system and a colder lattice system via electron-
phonon scattering events with the electron-phonon coupling fac-
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tor, which is a function of the electron-phonon relaxation time
[28]. These scattering events make this thermal process diffusive
by nature, and the TTM can be derived from the BTE under the
relaxation time approximation using the electron-phonon relax-
ation time as the time it takes for the electron system to return to
an equilibrium Fermi distribution [29]. However, the ballistic
transport that occurs in the electron system, immediately after
pulsed laser heating [13,22], can influence the electron scattering
dynamics and energy transfer in thin films with thicknesses less
than the ballistic penetration depth due to inelastic electron-
interface scattering at the film/substrate interface [14]. Evidence
of this inelastic electron-interface scattering affecting electron
cooling has been shown even in thermally insulative substrates
[14]. In this case, inelastic electron scattering at the film/substrate
interface would cause energy loss from the film electron system
and increase the electron-phonon thermalization time, since the
electrons could loose energy to (1) the substrate via electrons
traveling ballistically and inelastically scattering at the interface
and (2) the film lattice via electrons traveling diffusely and scat-
tering with phonons. When considering inelastic electron-interface
scattering (and neglecting phonon-interface scattering typically
associated with phonon thermal boundary resistance [30]), the
electron-phonon-interface thermalization time, 7,,;, would be
driven by the scattering processes and temperature changes illus-
trated by the arrows in Fig. 1(b), which depicts electrons inelasti-
cally scattering at the interface and transferring energy away from
the film media. Note that Fig. 1(b) depicts the final temperature of
the film to be less than that depicted in Fig. 1(a) due to the in-
elastic electron-interface scattering events transferring more film
electron energy away from the film into the substrate.

Although the thermal effects of the ballistic electron-interface
scattering have been indirectly studied with a three temperature
model (3TM) [14], the 3TM approach still assumes complete dif-
fusive transport. Therefore, the explicit contribution of ballistic
electron transport and subsequent scattering processes on electron
system relaxation other than electron-phonon scattering (such as
inelastic electron-interface scattering at a film-substrate interface)
cannot be studied with these diffusive treatments.
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2.2 Ballistic-Diffusive Approximations for the BTE. Study-
ing the ballistic nature of electron transport during electron-
phonon nonequilibrium must start with the BTE for electrons [29],
given by

) ‘pvi=Y
at+vV,f+ mE VJ_<'91)L~ (3)

where f is the nonequilibrium electron distribution, v the velocity
vector, r the position vector, e the electric charge, m the mass of
an electron, E the electric field, the quantity eE the Lorentz force
resulting from the electric field, and the term (Jf/ dt),. the time rate
of change of the nonequilibrium electron distribution due to elec-
tron collisions. Assuming one-dimensional (1D) heat flow, which
is often assumed in ultrashort pulsed laser heating analyses
[28,31], Eq. (3) becomes

af  df F.of (af)
4T+ = 4)
ot dz  mdv, at/,

where z is the direction perpendicular to the film surface, and F,
represents the Lorentz force. As previously mentioned, estimating
the collision term of Eq. (4) with the relaxation time approxima-
tion and taking the relaxation time as the electron-phonon ther-
malization time leads to the traditional TTM [27], as outlined by
Chen et al. [29].

However, in the event of ultrashort pulsed laser absorption by
the electron system and subsequent ballistic penetration to a depth
greater than the film thicknesses, the electrons traveling ballisti-
cally can scatter at the film/substrate interface and significantly
change the electron relaxation dynamics [14]. In order to under-
stand the relative contributions of the ballistic electron-interface
scattering and the diffusive electron-phonon scattering, the BDA
must be employed to the BTE [24,25]. The BDA separates the
intensity of energy carriers, I, at any point into two parts: the
ballistic intensity, /,, which represents carriers originating from
the boundaries and experiencing out-scattering only, and the dif-
fusive intensity, /,,, which represents carriers originating from in-
side the medium due to the excitation and the boundary contribu-
tion converted into scattered or emitted carriers after absorption.
This solution technique has been used to study phonon transport
and ballistic phonon scattering under a single relaxation time ap-
proximation [24,25,32], transforming the distribution function no-
tation of the BTE into intensity notation [33]. In this work, in the
limiting case of d < 6 and assuming no thermal gradient, the BTE
for electrons will be used to calculate the ballistic and diffusive
electron intensities and to compare the relative contributions of
inelastic interface scattering from ballistic transport and phonon
scattering from diffusive transport to electron-media thermaliza-
tion.

3 Separation of Ballistic and Diffusive Electron Scat-
tering

3.1 The Equation of Electron Energy Transfer. The 1D
BTE for electrons is given by Eq. (4). When d< 4, no thermal
gradient exists in the electron system, and therefore Eq. (4) be-

comes
a_(
o ( 8t>c ©)

Paralleling the equation of phonon radiative transport (EPRT)
[33], the equation of electron energy transfer (EEET) is estab-
lished by multiplying each term in Eq. (5) by the product eD(g),
where ¢ is the electron energy and D(g) is the electron density of
states yielding
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where U is the volumetric electron energy density, defined as U
=eD(e)f, and Eq. (6) is subject to the following initial condition:

U(0)=S= a-rRJ _dR)J (7)

In this case, the initial condition § is the energy absorbed by
electrons per unit volume. This is related to T, ., in Eq. (1) by
I ;g‘aXCe(TL,)deS. The source term assumes that the incident en-
ergy is absorbed instantaneously and homogeneously throughout
the depth of the film (the energy is actually absorbed in the optical
penetration depth, but then stretched out into the film thickness by
electrons traveling ballistically if d<<&). Applying the relaxation
time approximation [26] to the EEET yields

au U-U

= (8)

ot T
where U is the equilibrium electron energy density per unit en-
ergy in the film defined as Uy=[,eD(g)fode, where f, is the
Fermi-Dirac distribution function. Here, 7 is the relaxation time
of the electrons in the metal films, which for purely diffusive
transport (i.e., a completely insulative substrate, as discussed with
respect to Fig. 1(a)) and for the temperatures and time scales of
interest is the electron-phonon thermalization time, 7,,,.

In this work, only electron temperatures less than 4000 K will
be considered to directly compare with pump probe experimental
data on Au [14]. Therefore, this analysis will focus on free elec-
tron (noble) metals, and this temperature range ensures the follow-
ing:

(1) a linear heat capacity [34] so C,(T,)=yT, and therefore the
maximum electron temperature after pulse absorption can
be estimated by T, ,x= 258/ v+ T(z)

(2) a relatively constant chemical potential, u, that is approxi-
mately equal to the Fermi energy, e [34]

(3) a relatively constant electron-phonon coupling factor in the
free electron metal [21,34]

(4) an electron spectral energy range participating in thermal
processes within € * kgT,, where kg is the Boltzmann con-
stant [35]

(5) an unmodified lattice from the incident laser pulse (i.e., no
ablation or spallation [1])

(6) a parabolic conduction band leading to a conduction elec-
tron density of states per unit energy given by D(e)
=(3n/2)(e/ep)"?(1/&p) [35], where n is the conduction
electron number density (a derivation of this less-often-
used form of the density of states is given in the Appendix)

3.2 Complete Elastic Electron Interface Scattering (i.e.,
No Electron Energy Loss to the Substrate). Applying the BDA
to electron transport after short-pulsed laser heating uses a slightly
different approach than previous works applying the BDA to pho-
non transport [24,25,32]—specifically the single relaxation time
approximation. Electron-phonon nonequilibrium resulting from
pulsed laser heating can be divided into two characteristic time
intervals [13,36]. The earliest of the time intervals, the duration of
which is termed the electron-electron relaxation time, 7,,, is typi-
cally on the order of 10100 fs for metals [31]. This time repre-
sents the time it takes for the excited electrons to relax into a
Fermi distribution through e-e (electron-electron) collisions,
which dominate e-p (electron-phonon) collisions during this time
interval. Ballistic transport of the electrons occurs over this time.
Once equilibrium is achieved within the electron system, the
higher temperature electrons transmit energy to the lattice through
e-p scattering processes over the electron-phonon relaxation time
(often referred to as the electron-phonon thermalization time), 7,,.
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The heat transferred via these e-p interactions is governed by Eqs.
(1) and (2). Thermalization time is typically on the order of 1 ps
for metals and is inversely related to the electron-phonon coupling
factor [28]. Due to the differing relaxation times governing ballis-
tic and diffusive (electron-phonon) transport processes, ballistic
electron transport must be modeled with 7,, and diffusive electron
transport must be modeled with 7,,.

Therefore, to separate ballistic and diffusive electron transport,
the EEET (Eq. (6)) can be rewritten as

au a U, U
Yoy (B) ()
ot ot ot ), \ o/,
or by applying the relaxation time approximation

w9 U,-U, U,-U,

= (Uy+U,) =-
at (9[( b m)

(10)

ee Tep

Note in Eq. (10), since 7,, < ,,, the ballistic component relaxes to
the diffusive component over 7,,, which in turn relaxes to the
equilibrium distribution over 7,,. Also, Eq. (8) can in fact be
approximated with a single relaxation time approximation, follow-
ing previous BDAs relating to phonon transport with the stipula-
tion that U,=0 when > 7,,. Relating the ballistic and diffusive
terms, and recognizing that S is absorbed by the ballistically trav-
eling electrons, yields

b _ b m 11
Jt Tee (1)
and
au,  U,-U,
—mo_ om0 (12)
ot Tep
where Eqgs. (11) and (12) are subject to
U,(0)=S$ (13)
and
Um(o) = Ub(Tee) (14)

respectively. Technically, there is a time delay in the development
of the diffusively scattering electron system since the ballistic
system relaxes to the diffusive system, and therefore Eq. (14)
should read U,,(7,,)=U,(7,.). However, this work is not focused
on when the energy is transferred but how the energy is trans-
ferred, and therefore for ease of calculation and discussion, the
diffusive component to the electron energy is prescribed to begin
at t=0. Therefore, by imposing Eq. (14) as an initial condition,
Eq. (12) is rewritten as

U, U,-U,

ot Tep = Tee (13)
The solution of the ballistic component is given by
t t
Ub(t)=Um<1—exp[— —])+Sexp[——] (16)
Tee T(f@

and the diffusive component is given by

t t
Uo(l—exp[— ]>+Sexp[— —1}
Tep — Tee Tep — Tee
t t

-1

Um(t) =

1 —exp| - +exp{—
7,

ep~ T

ee T

ep T

ee

(17)
Equations (11) and (15) subject to Egs. (13) and (14) represent the
“BDA” of the EEET for the electron system excited by an ul-
trashort laser pulse in which (d< ) and elastic electron-interface

scattering occurs (shown in Fig. 1(a)). The solutions are given by
Egs. (16) and (17). The average energy densities over the thermal-
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Fig. 2 Average power density transferred from the electron
system assuming no energy loss to the substrate (elastic
electron-interface scattering) as a function of maximum elec-
tron temperature in the (a) ballistic regime assuming 7., of 50
fs, 200 fs, 350 fs, and 500 fs and 7., of 4 ps (Eq. (20)) and (b)
diffusive regime (electron-phonon coupling) assuming 7., of
200 fs and 7., of 2 ps, 4 ps, 6 ps, and 8 ps (Eq. (21)).

ization times of the ballistic and diffusive components are given
by

1 Tee
Uh,avg = T_f Ub(t)dt (1 8)
eeJ o

and

1 Tep~Tee
Um,avg = Um(t)dt (19)

0

Therefore, the average power density transferred from the ballistic
and diffusive electron systems over each system’s respective ther-
malization time is given by

Pb,avg :)_,av (20)
Upave

Ppaye=—""" (21)
Tep — Tee

Figures 2(a) and 2(b) show the power density transferred from the
ballistic and diffusive electron system in a Au film over their
respective thermalization times as a function of maximum elec-
tron temperature assuming S:(y(Tg’max—Té))/ 2. These calcula-
tions assume elastic electron-interface scattering, and therefore all
the energy from S remains in the electron system during the bal-
listic transport regime. For Au, y=71.4 J m™ K2, £,=5.53 eV,
and n=5.9Xx10%® m™3 [37]. Figure 2(a) shows ballistic power
density calculations assuming a constant 7, of 4 ps with various
7,0’ (50 fs, 200 fs, 350 fs, and 500 fs). Figure 2(h) shows diffu-
sive power density calculations assuming a constant 7,, of 200 fs
with various 7,,’s (2 ps, 4 ps, 6 ps, and 8 ps). The electron-
electron relaxation times were chosen since 7,, in Au has been
theoretically calculated to be as low as about 50 fs [31] and ex-
perimentally measured to be as large as 500 fs [12]. The power
density of the ballistic contribution weakly depends on electron-
electron thermalization time, where the diffusive contribution is
strongly dependent on thermalization time. This diffusive electron
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power density dependency on electron-phonon thermalization
time is expected since the electron-phonon coupling factor is in-
versely related to 7,, via G=vT,/7,, [38].

The electron-phonon coupling factor in metals has been exten-
sively studied, and the temperature functionality of G has been
well studied numerically [21,34,39]. In the case of Au in the tem-

1 e max/ G=Tee eptkp
Pm,avg = QJ J SD(S)f()dS
yTe,max 0 &
— Tei

kg
G

where Eq. (22) takes into account a change in electron-phonon
thermalization time based on the maximum electron temperature
achieved after laser heating through 7,,= T, ./ G. This assump-
tion keeps calculations in line with the definition of the laser
source term, S. Figure 3 shows the ratio of the ballistic power
density to the diffusive power density as a function of electron
temperature using Egs. (20) and (22). Figure 3 shows calculations
of Pp aye/ Pyn.ave for four different 7,,’s (50 fs, 200 fs, 350 fs, and
500 fs). The calculations show that, for this case of elastic
electron-interface scattering leading to electron-electron then
electron-phonon thermalization, the power transferred from the
electrons traveling ballistically is approximately equal to the
power transferred from the thermalized electron system to the
phonons during electron-phonon thermalization at high electron
temperatures. At relatively low electron temperatures (close to
room temperature) the power transferred during ballistic processes
is less than that during diffusive electron-phonon processes.

3.3 Inelastic Electron Interface Scattering (i.e., Electron
Energy Loss to the Substrate). Technically, since Eq. (11) rep-
resents the ballistic carriers scattering among themselves to relax

1-20 T T T T T T T T T T T T
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Fig. 3 Ratio of average power density transferred from ballis-
tic processes to diffusive processes (ratio of Eq. (20) to Eq.
(22)) as a function of maximum electron temperature. These
calculations assume a temperature dependent electron-
phonon relaxation time of 7.,=yT, 1./ G and no energy loss to
the substrate. Calculations shown assume 7., of 50 fs, 200 fs,
350 fs, and 500 fs.
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perature range of interest in this work, G is a constant value of
about 2.4 X 10! W m™3 K~!, which has been verified experimen-
tally [13,16,40,41]. Since G represents the diffusive electron-
phonon scattering in this work, the power transferred by the elec-
tron system by diffusive scattering events (Eq. (21)) can be recast
into terms of G as

1 —exp| - +Sexp| —-—— -1
yTe,max _r yTe,max _
G ee G ee
dr  (22)
t t
1—exp|— +exp|-—— -1
y e,max -7 y €, max —r
G ee G ee

into a thermal distribution, the term BDA is used loosely. Al-
though the ballistic and diffusive components to electron transport
are separated, they are effectively separated by considering two
different EEETs: one for the electron-electron relaxation and one
for the electron-phonon relaxation. However, in the case of inelas-
tic electron-interface scattering, the ballistic carriers that inelasti-
cally scatter at the film/substrate interface experience no internal
scattering. The energy of these carriers originates from the pulse
absorption from the surface. In this case, the BDA of the EEET
takes a slightly different form, more in line with the original BDA
of the EPRT developed by Chen [24,25].

As with the purely elastic scattering case, the ballistically and
diffusively traveling electrons are considered as two separate sys-
tems, but to consider inelastic electron energy loss to the substrate
as a result of electron-interface scattering, a new relaxation time,
the electron-interface relaxation time, 7,;, is applied to the ballistic
system. If electrons elastically reflect off the interface, then they
will eventually thermalize and scatter with phonons. Since the
goal of this work is to compare the effects of inelastic interface
scattering from ballistic electron transport to electron-phonon
thermalization from diffusive electron transport, the elastically re-
flected electrons can be lumped in with the diffusive electron-
phonon relaxation term. With this in mind, Eq. (6) can be rewrit-
ten as

au a U, U,-U,
ot at(U"’+ Un) ,

ei

(23)
Top—
where the subscript “bi” refers to the ballistic component inelas-
tically scattering at the interface. Note that the inelastically inter-
facially scattered electrons do not relax to any particular energy
since the energy of these electrons leave the film system; they
experience out-scattering only as prescribed for the ballistic car-
riers in the original BDA development [24,25]. Again, the ballistic
and diffusive terms on each side of Eq. (23) can be related yield-

ing

TE e

AUy; Ui
76 Zbi (24)
Jat Tei
and
U U, - U
m__ Zm 0 (25)
Jat Top = Tee
subject to
Uy(0)=S (26)
and
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Fig. 4 Average power density transferred from the electron
system assuming energy loss to the substrate (inelastic
electron-interface scattering) as a function of maximum elec-
tron temperature in the (a) ballistic regime assuming ; of 15
fs, 50 fs, 200 fs, 350 fs, and 500 fs and 7., of 4 ps (Eq. (30)) and
(b) diffusive regime (electron-phonon coupling) assuming 7.,
of 200 fs and 7., of 2 ps, 4 ps, 6 ps, and 8 ps (Eq. (31)).

Um(O) =5- Ubi(Tei) (27)

Again, Eq. (25) assumes that r=0 is the time when the electron
system in the film has reached a thermal Fermi distribution. These
equations also assume that 7,; < 7,,, which is valid since the flight
time of an electron in a thin film during Fermi relaxation is on the
order to fpion=d/ v, Where v is the Fermi velocity. The solutions
to Egs. (24g) and (25) are given by

Uy(tH) =S exp[— i] (28)

ei

t
Um(t) = U0<1 - CXp|:— :|)
Tep — Tei
t 1
+S<exp[— :| —exp[— —1]) (29)
Tep — Tei Tep — Tei

The average energy densities of the ballistic and diffusive compo-
nents are calculated with equations analogous to Egs. (18) and
(19). Therefore, following Egs. (20) and (21), the power densities
transferred during scattering in ballistic and diffusive transport
assuming inelastic electron-interface scattering are given by

1 (™ t
Py, =—f S exp[— —]dz
i,avg 7;62,' N T;
1
r

ep Tei)z
eptkp
t
f 8D(8)_f0d8< 1- exp[— ] )
Tep — Tei

Tep~Tee
X
0 ep—kg
t t
+S<exp[— }—exp{— —1])>dl (31)
Tep — Tei Tep — Tei

Figures 4(a) and 4(b) show the power density transferred from the
electron system due to ballistic-inelastic interface scattering and
diffusive electron-phonon scattering in a Au film over their re-
spective thermalization times using Eqgs. (30) and (31). These cal-

and

(30)
and

m,avg = (
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Fig. 5 Ratio of average power density transferred from ballis-
tic processes to diffusive processes (ratio of Eq. (30) to Eq.
(32)) as a function of maximum electron temperature. These
calculations assume a temperature dependent electron-
phonon relaxation time of 7,,= yT, max/ G and energy loss to the
substrate from inelastic electron-interface scattering events
during electron-electron thermalization. Calculations shown
assume 7,; of 15 fs, 50 fs, 200 fs, 350 fs, and 500 fs. Also shown
in the figure are experimental pump probe Gs measured on 20
nm Au films on Si substrates as a function of maximum elec-
tron temperature as measured by Hopkins and Norris [14].
Their data are normalized by the accepted value of G in Au, G
=2.4X10'"® W m=3 K-'. The experimental work from Hopkins
and Norris concluded that electron-interface scattering could
increase the rate of electron-phonon equilibration in the film by
providing another channel of energy transfer. This same con-
clusion is apparent in the calculations shown in this figure.

culations use the same parameters as the calculations shown in
Figs. 2(a) and 2(b), only this time including an electron-interface
relaxation time of 15 fs to simulate the time-of-flight of an elec-
tron in a Au lattice traversing across a 20 nm film (tﬂightzd/ Vg
=20 nm/(1.4X10° ms™')=15 fs). A similar trend is seen with
the diffusive component as compared with that in Fig. 2(b). How-
ever, the ballistic power transfer is much larger in this case of
inelastic electron-interface scattering and electron system energy
loss compared with no electron system energy loss as modeled in
Fig. 2(a), especially at high temperatures and low electron-
interface relaxation times.
Following Eq. (22), Eq. (31) can be recast in terms of G as

1
e,max

m,avg = T 2
( G _T“")

P

v1,/G-1,, eptkp
X f j eD(g)fde
0 ep—kg
t
X[ 1—-exp|—
Y e,max
G ~ ei
t t
+ S| exp| - —exp| - -1 dt
7Te,mzlx _ ’ny,m'dX _
G el G el
(32)

Figure 5 shows the ratio of ballistic to diffusive power densities
(ratio of Eq. (30) to Eq. (32)) for the five different electron-
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interface relaxation times shown in Fig. 4(a). These calculations
assume that energy is being lost from the electron system in the
film due to inelastic electron-interface scattering. The results show
that the power transferred from the electron system through bal-
listic electron scattering can be much greater than the power trans-
ferred via diffusive electron scattering at high electron tempera-
tures (4000 K) and low thermalization times.

These results agree well with the trends seen in electron-
phonon coupling measurements in 20 nm Au films on Si sub-
strates as measured by Hopkins and Norris [14]. At low electron
temperatures (low incident fluence), they measured G of 2.3
X 10'® W m™3 K~!. At high electron temperatures (3500 K), they
measured G of 11.23X 10'® W m™3 K~!. They attributed this in-
crease to electron-interface scattering due to the large ballistic
penetration depth in Au. The measured Gs by Hopkins and Norris
divided by the theoretically accepted value of G (2.4
X 10'® W m™ K1) as a function of maximum electron tempera-
ture are also shown in Fig. 5. The agreement between the data and
the calculations in this paper suggest that inelastic electron-
interface scattering can affect electron-phonon thermalization by
decreasing the amount of energy in the electron system during
electron-electron relaxation processes.

4 Conclusions

In nanodevices, ballistic transport of hot energy carriers can
play a significant role in thermal processes. In this work, the ef-
fects of ballistic transport and subsequent electron cooling after
short-pulsed laser heating are studied. The equation of electron
energy transfer is established from the electron Boltzmann trans-
port equation. The ballistic and diffusive contributions to electron
thermal transport are studied by applying the ballistic-diffusive
approximation to the EEET. In this development, electron-
interface scattering is treated with the ballistic-diffusive approxi-
mation to the BTE, and the diffusive processes are assumed as
electron-phonon scattering. The power transferred from the elec-
tron system during ballistic transport due to inelastic interface
scattering can be over an order of magnitude greater than the
diffusive component at high electron temperatures (4000 K). The
temperature trends and values of ballistic to diffusive power trans-
fer agree very well with previous experiments.
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Nomenclature

a
Il

heat capacity, J m™ K~!

= electron density of states per unit energy,
m3J!

= film thickness, m

= electric field, V m™!

= fundamental electric charge, C

Lorentz force, N

= nonequilibrium electron statistical distribution

function

Fermi—Dirac distribution function

electron-phonon coupling factor, W m=> K~!

Planck’s constant divided by 27, J s

incident laser fluence, J m=2

mass of an electron, kg

conduction electron number density, m™~

power density, W m~3

optical reflectivity

S

=
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N
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3
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source term describing volumetric power ab-
sorbed from laser pulse, W m™

T = temperature, K

t = time, s

t, = pulse width, s

U = electron energy density, J m™>

v = electron velocity, m s~!

Greek Symbols
& = ballistic penetration depth, m
&g = electron energy, J
er = Fermi energy, J
y = linear coefficient to electronic heat capacity
(Sommerfeld constant), J m™ K2
7 = thermalization or relaxation time, s

Subscripts
0 = equilibrium
avg = time averaged
d = contribution from electrons traveling
ballistically
¢ = collision
e = electron
ei = electron-interface
ep = electron-phonon
L = lattice
m = contribution from electron traveling diffusively
in the medium
r = position
v = velocity
z = z direction

Appendix
Beginning with the familiar expression for the Fermi energy

given (Chap. 6, Eq. (17) in Ref. [37])

ﬁZ
8F=E(37T2n)2/3 (A1)

where # is Planck’s constant divided by 27, and recognizing that
the density of states per unit energy per unit volume, assuming a
parabolic conduction band, is given by (Chap. 6, Eq. (20) in Ref.

[37])
1 2m 3/2
D - — = 1/2
(&) 2712( ﬁ2> ¢
Equation (A1) can be rearranged and inserted into Eq. (A2) to

give
3 172 1
D(S) - l(i) —
2 Ep Ep

(A2)

(A3)

which is the expression for the electron density of states per unit
energy per unit volume used in the calculations in this work.
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Numerical Study of Thermally
Targeted Liposomal Drug
Delivery in Tumor

The efficacy of cancer chemotherapy can be greatly enhanced by thermally targeted
nanoparticle liposome drug delivery system. A new theoretical model coupling heat and
mass transfer has been developed to study the spatial and transient drug distributions. In
this model, the influence of tumor cell apoptosis and necrosis in drug transport is also
considered, in addition to the tumor microvasculature permeability to nanoliposomes.
The model predictions agree well with our previous experimental results, and it has been
used to simulate the nanoparticle drug distribution in the tumor under hyperthermic
conditions. Results show that hyperthermia alone only enhances drug accumulation in
the periphery of a tumor with 1 cm in radius, and the tumor cells in the central region are
hardly damaged due to poor drug diffusion. Apoptosis or necrosis of the tumor cells
could significantly influence the drug penetration and should be accounted for in drug
diffusion modeling to accurately predict the therapeutic effect. Simulation study on the
combined radio frequency ablation and liposomal doxorubicin delivery shows more ef-
fective treatment outcome, especially for larger tumors. The present model can be used to
predict the treatment outcome and optimize the clinical protocol.

[DOL: 10.1115/1.3072952]

Keywords: thermally targeted drug delivery, hyperthermia, nanoparticle liposomes, RF

ablation

1 Introduction

Improvement of the therapeutic efficacy while minimizing the
side effects of antitumor drug on normal healthy tissues has been
a long struggling goal of many researchers. Encapsulating drug
with liposomes of certain sizes is proven to prolong the drug
circulation time, reduce the drug accumulation in normal tissues,
and thus, enhance the targeted drug delivery to the tumor [1,2].
This is in part attributed to the incomplete and leaky wall of the
vessels in a tumor. The optimal liposome size is found to be be-
tween 90 nm and 200 nm in diameter, as both the circulation time
and accumulation in the tumor are considered [3,4].

To further increase the antitumor drug delivery efficiency, mild
heating (i.e., hyperthermia) is used locally. Study of the thermally
targeted liposomal drug delivery has been reported to enhance
antitumor efficacy [5,6]. During hyperthermia, the local blood per-
fusion and the permeability of the tumor vasculature to macromol-
ecules are significantly increased, resulting in massive extravasa-
tion of nanoparticle liposomal drug [7-10]. Moreover, thermally
sensitive liposomes can also be used to release drug at the locally
elevated temperature for better therapeutic index [11,12]. The final
outcome of the chemotherapeutic treatment depends on an ad-
equate drug distribution throughout the tumor. Survival of some
tumor cells might lead to tumor recurrence or metastasis. How-
ever, it is very difficult to observe the local drug concentration in
vivo even with the most advanced imaging techniques. Thus,
modeling and numerical simulations of the drug delivery process
become necessary and useful.

Several models have been developed to describe the drug de-
livery process for different applications [13-15]. Ward et al. stud-
ied the drug transport and tumor growth at the same time using a
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mathematical model to describe small molecules drug and nutri-
tion transported from the tumor edge to the center through diffu-
sion only (no advection through vascular network taken into ac-
count). Considering the characteristics of breast cancer, Lankelma
et al. [16,17] studied the doxorubicin activity in islets of breast
cancer by assuming drug transport through both transcellular (the
cellular network) and paracellular (the intercellular interstitium)
pathways. Magni et al. [18] built a mathematical model to de-
scribe the cancer growth dynamics in response to anticancer
agents in xenograft. In this model, the tumor cell growth, division,
and death are all considered, and the change of tumor in response
to chemotherapy is assumed to be determined by the balance be-
tween the cell proliferation and death. El-Kareh and Secomb
[19-21] presented models accounting for the cellular pharmaco-
dynamics of drug, and numerically studied the intraperitoneal de-
livery of cisplatin in tumor and investigated the influence of hy-
perthermia on the drug penetration distance.

Unlike small molecule drug transport, the delivery process of
liposomal drug is much more complex. The liposome encapsu-
lated drug selectively extravasates into the tumor region from
blood vessels [22]. Hyperthermia has been found to remarkably
improve the extravasation of liposome nanoparticles [4,12]. As the
liposome breaks, the antitumor drug releases and diffuses through-
out the tumor region. Without taking the spatial nonuniformity of
the tumor into consideration, El-Kareh and Secomb [23] devel-
oped a model to compare the different delivery methods of bolus
injection, continuous infusion, and liposomal delivery of doxoru-
bicin. The model has been used to study the liposome leakage
from the tumor vasculature, the breakage of liposomes, and the
cellular uptake of free drug simultaneously, but the diffusion ef-
fect is neglected. In fact, the heterogeneous distribution of tumor
vessels causes nonuniform extravasation of liposomal drugs,
which could in turn significantly affect the drug concentration
gradient [24]. The effect of tumor cell necrosis and apoptosis in-
duced by the antitumor drugs [25] should also be considered in
modeling. Furthermore, as local heating is imposed on the tumor,
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Fig. 1 Vasculature fluorescent images in the tumor center and
periphery before and after thermal treatments. Bar: 200 um. (a)
and (b): before treatment and (¢) and (d): heated at 42°C for 1
h [8].

tissue temperature distributions are normally not uniform, and the
drug delivery is coupled with heat and mass transfer.

To precisely study the liposomal delivery and free drug distri-
bution inside the tumor during hyperthermia, the coupled heat and
mass transport process has been investigated and modeled based
on our previous experimental results. In this model, the heteroge-
neous tumor morphology, vascular permeability to liposome nano-
particles, and the drug gradients are all considered. The treatment
efficacy is quantified and compared with the experimental results.
Influences of some key parameters, such as the liposome rupture
rate, the apoptosis induced diffusivity change on drug penetration,
are studied. The model is further used to investigate the radio
frequency (RF) ablation combined liposome drug treatment for
larger tumors by coupling heat and mass transfer.

2 Experimental Study of Nanoparticle Liposome Ex-
travasation In Vivo

In our previous experimental study, the extravastion of lipo-
somes in the 4T1 tumor of nude mice has been quantified, and the
microvascular sensitivity to hyperthermia studied [8]. Tumor is
implanted into the skin tissue within the window chamber on the
dorsal flap of the nude mouse. After 10 days of growth, the tumor
becomes 1-2 mm in diameter and 150 wm thick. Densely distrib-
uted and incomplete angiogenesis is found in the tumor peripheral
region, while there are only few vessels in a more ordered branch-
ing pattern in the tumor central region through histological study.
The vasculature in the tumor peripheral region is found to be
much more sensitive to hyperthermia than that in the center. Sta-
bilized long-circulating polyethyleneglycol (PEG) liposome is
prepared by the lipid film hydration and extrusion method. Lipo-
some with a narrow size distribution (average of 90-120 nm) has
been used. A 200 ul suspension of the liposomal doxorubicin (en-
capsulated Dox of concentration 0.1 mg/ml) is injected into the
tail vein of the anesthetized mouse (average weight of 20 g). The
tumor is heated to 42°C using a water bath mounted to the win-
dow chamber for 1 h, and the temperatures are monitored using
thermocouples. The extravasation of liposomes are observed and
imaged by confocal microscopy shown in Fig. 1. The fluorescence
intensity indicating the liposome concentration in the tumor inter-
stitial is quantified three-dimensionally and results are compared
with those without heating (when the mouse body temperature at
34°C), as shown in Fig. 2.
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Fig. 2 HT-induced extravasation of 100 nm liposome nanopar-
ticles at 42°C or 34°C for 1 h in different tumor regions. The
largest HT enhancement of extravasation was seen at tumor
periphery. Values are mean and standard error (SE) (n=11 for
each group) [8].

As seen in Fig. 2, hyperthermia has caused a large increase in
liposomal Dox extravasation in the peripheral region, while only a
small increase is found in the tumor center as compared with
those at the body temperature. Different thermal sensitivities of
the newly formed and incomplete vessels in the tumor periphery
and the relatively mature vascular network could have contributed
to the heterogeneous extravasation of the nanoparticle liposomal
drug.

3 Model Development

As previously observed in our experimental studies [8], few
vessels exist in the central region of the tumor, while abundant
vessels are found in the peripheral region. For modeling purposes,
a tumor with radius of R can be divided into two parts: the central
region within r <R, without any vessels and the peripheral region
of R.<r<R with microvasculature evenly distributed, as illus-
trated in Fig. 3. The surrounding normal tissue is assumed to be
infinite.

The liposomal doxorubicin is injected through the rat tail vein,
and transports in the vasculature before reaching the tumor. Due
to the elimination effect, the liposome concentration in plasma
decreases exponentially with time and can be expressed as [23]

CLV=K(A1e-k1'+A2e-’<z’) (1)

VM,
where M is the drug dose (mg/m? or ug/g), M, is the dose
(mg/m? or ug/g) used to fit the experimental data and to obtain
the plasma pharmacokinetic parameters for the liposome: A;, A,,
k;, and k, [2,23]. Here, the concentration of liposomal drug is
assumed to scale linearly to the dose M. The first term in the

&

Fig. 3 Schematics of the tumor, I: central region of the tumor,
II: peripheral region of the tumor, and lll: surrounding normal
tissue
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Table 1 Parameters used in modeling

Parameters Value

k; 0.51 W/mK [27]
(pe)ys (pe), 4180 J/m? K [28]

et 30,000 W/m? for tumor [28]

450 W/m? for normal breast [29]
T, 37°C

Wy, 37 0 ml/s/ml in tumor central region
- 0.009 ml/s/ml in tumor periphery [30]
0.00018 ml/s/ml in normal tissue [30]
Mouse M, 6 ug/g [31]
A 0
A, 90 wg/ml [31]
k, 0
ky 0.00033 min~! [31]
Human M, 50 mg/m? [23]
A, 6.9 ug/ml [23]
A, 12.2 pg/ml [23]
k, 0.00502 min' [23]
ky 0.00025 min~! [23]
Dy ap 2.4X107° cm?/s [32]
P 3 2.0x 1078 cm/s [33]
S, 200 cm™! in tumor periphery [23]
0 cm™! in other regions
Dp 6.7X 1077 cm?/s [34]

Pep) 0.12 in central tumor [8]

0.23 in tumor periphery [8]
0.3 in normal tissue [35]

7, 24 1 [23]

2.8 ug/ml/min [23]

k; 13.7 pg/ml [23]

k., 0.219 ug/ml [23]

k, 8.53x 10" ml/ pg/s [36]

c 743 X 108 [37]

a 0.000529 mm™" [37]

brackets on the right hand side of the equation represents an initial
rapid distribution phase of drug, where a minor fraction of the
injected dose (A;) is cleared through circulation with the kinetic
parameter k;. The second term is an extended distribution phase,
where the rest of the dose (A,) is cleared with the parameter k,.
Previous experimental research has found different values of phar-
macokinetic parameters (k;,k,) in mouse and in human [26],
which are listed in Table 1.

The liposomal drug in blood transports across the leaky wall of
vessels and into the tumor interstitial through both diffusion and
convection [38,39]. The apparent permeability P; ,,, of the vas-
culature is normally used to quantify the transvascular transport
[40]. According to the definition, transvascular mass transfer of
liposomal drug is proportional to the apparent vascular permeabil-
ity, the concentration difference across the vessel wall, and the
vessel surface area. A source term is used to describe the vascular
leakage in the tumor peripheral region (R, <<r<R). In reference to
the greatly enhanced extravasation of liposome previously found
during hyperthermia [12], an increase of 76-fold in Py ,,, from its
original value at 37°C is assumed. After the extravasation, lipo-
somal drug transports in the interstitial space in both directions
toward the central region and the surrounding normal tissue, re-
spectively, owing to the concentration gradient (diffusion) and the
motion of interstitial fluid (convection). For macromolecules like
liposome, the magnitude of diffusion is comparable to the convec-
tion, and both should be considered. As it is hard to separate the
diffusion and convection, an apparent diffusivity, D .., is used to
describe the interstitial transport process. In the mean time, the
liposome ruptures and releases free antitumor drugs. This process
is assumed to follow the first-order kinetics with the decaying
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time constant 7, [23]. Thus, the concentration of the liposomal
drug in the interstitial of the peripheral region can be determined
by

0CL’E
ot

=Dy pp vzCL,E +Ppapp- A(CLy=Crp)=Cri/7. (2)

where Cj g is the drug concentration in liposome form in the
extracellular space (milligrams per milliliter of total tumor vol-
ume); the first term on the right hand side of the equation repre-
sents apparent diffusion of liposomal drug in tumor tissue, the
second term the penetrative transport across the vessel wall, and
the third term the rupture of liposome. A, is the effective surface
area of the vasculature per unit tumor volume.

Released from liposome, the antitumor drug (i.e., doxorubicin)
transports in the interstitial space and is up-taken by the cells. For
small molecules, such as doxorubicin, diffusion is dominant while
convection is relatively smaller [41]. Moreover, high interstitial
pressure in the tumor interior impedes convective transport of the
drug. Therefore, convection is negligible for free doxorubicin
transport. By considering tumor tissue as a porous material, the
effective diffusivity of free drug D can be determined from the
drug diffusivity in the interstitial fluid Dp and the interstitial
volume fraction ¢, [42]

—Dpy (3)
Pe

As more and more tumor cells undergo necrosis or apoptosis
during or post-treatment, the interstitial volume fraction ¢, in-
creases [43] and is assumed to change linearly with tumor cell
survival rate S

e.=1-(1-¢@,n XS 4)

where ¢, is the initial volume fraction of interstitial space before
drug treatment. Through the histological study, different values of
¢.0 have been found in different regions of the tumor. S is the
survival rate of the tumor cells.

Thus, the transport of free drug released from liposome can be
expressed as

&CDYE
ot

C, JC
=Dp - V2Cppt+ —E - —2l(1-¢,) (5)
T, at

r

where Cp g is the free drug concentration in the extracellular
space (milligrams per milliliter of total tumor volume); the first
term on the right hand side represents free drug diffusion in tissue,
the second term the drug released from liposome, and the third the
cellular uptake of drug by the tumor cells, where Cp, is the intra-
cellular bound drug concentration.

The drug is believed to transport passively across the cell mem-
brane, and the cellular uptake is the carrier-mediated transport,
which can be expressed as [23]

(QCD,]
= vmax

Cor Cps )
: : 6
Py (6)

Cpr+k, - Cp+k;

where Cp; is the intracellular bound drug concentration (milli-
grams per milliliter of intracellular volume). v, is the maximal
cellular uptake rate, and k; and k, are pharmacodynamics param-
eters.

Tumor is treated with both heating and drug. Since in vitro
experimental studies have showed no significant tumor cell death
under the hyperthermic condition at 42°C alone, cell killing is
assumed mainly due to the drug effect, S=S,. According to the
drug killing mechanism, the cell survival rate decreases exponen-
tially with the area under the drug concentration curve, the time
integral of Cp; (AUC). Thus, S, is expressed as [36]
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Fig. 4 Simulation results of drug concentration and cell survival rate in the tumor after 1 h liposomal
drug delivery aided by hyperthermia at 42°C, where: the central region (0-0.6 mm), the peripheral
region (0.6-1.0 mm), and the surrounding normal tissue (1.0-2.0 mm)

t
Sdzexp(—kdxf CD,,dt> (7)
0

where k, is the pharmacodynamical parameter.
The corresponding boundary and initial conditions are listed as
follows.

(1) For infinity,

CL,E|r=sc =0, CD,E|r=oo =0, CD,1|7=30 =0 (8)
(2) For tumor center,
JC, C
LE -0, D.E -0 ©)
ar r=0 ar r=0
(3) For initial,
Crilieo=0, Cprlieo=0, Cplig=0 (10)

4 Simulation Results and Discussion

The outcome of the animals treated by the thermally targeted
nanoliposome drug delivery has been followed up and reported in
Ref. [44]. The histological analysis finds no significant changes in
the tumor cells in both the central and peripheral regions right
after the heating. But 3 days later, many cells died in the periph-
eral region, while only a few dead cells were found in the central
region. On the sixth day after drug administration, significant tu-
mor cell death is found in both regions. The model developed
above is first used to simulate the experimental results. According
to the experiments, the tumor is about 1 mm in radius, and the
radius of avascular central tumor is about 0.6 mm. With the pa-
rameters given in Table 1, Egs. (1)—=(7), the mass transfer of both
liposomal and free drugs is numerically solved using
MATLAB. Equations (1) and (2) are first solved to obtain C; g, and
the results are substituted into Eq. (5). Equations (3)—(7) are
solved simultaneously for Cp g, Cp;, and S. The spatial and tem-
poral concentrations of both liposome and free drugs and the sur-
vival rate of the tumor cells are shown in Fig. 4.

As seen in Fig. 4(a), there is a great deal of liposomal drugs
that accumulated in the peripheral region (0.6 <r<1.0 mm) right
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after the heating. It decreases with time owing to its breakage and
diffusion into the central region and the surrounding normal tis-
sue. While in the central region (0<r<0.6 mm), the liposomal
drug first increases, as the diffusion rate is faster than the rupture
rate. But as more and more liposomes break and diffuse, and less
come in from blood circulation, its concentration deceases again.
The highest concentration in the central region appears 31.5 h
after the treatment. The concentrations of free drug released from
liposomes in both the peripheral and central regions first increase
with time and then decrease (Fig. 4(b)). The highest concentration
occurs after 42 h in the peripheral region and 70.5 h in the central
region. The concentration of the intracellular bound drug changes
synchronously with that of the extracellular free drug because of
the relatively fast uptake process as compared with drug diffusion
(Fig. 4(c)).

Numerical results shown in Fig. 4(d) indicate that right after the
treatment, all the cells are alive. One day later, the drug effect on
the tumor cells in the peripheral region appears, and the averaged
survival rate decreases to 0.65 in this region. While very little
doxorubicin has reached the central region, the average survival
rate of the tumor cells is 0.94. On the third day, the survival rate of
the tumor cells in the periphery gets even smaller with an average
value of 0.10. An obvious decrease in the survival rate in the
central tumor also occurs, and the average is 0.30. In 6 days, the
survival rate in both regions further decreases, and the average
becomes 0.01 and 0.04, respectively, indicating significant cell
death. These predictions are in good agreement with the experi-
mental findings reported in Ref. [44].

Furthermore, the model can also be used to predict the treat-
ment effect of a relatively larger tumor (i.e., >1 cm in radius), in
which it is more difficult for drug transport to the center. The
model presented above has been used to predict drug distribution
and the corresponding cell survival rate. With the administered
dose (M) of 50 mg/m?, the drug transport processes in a tumor 1
cm in radius without and with hyperthermia have been simulated,
and the results are shown in Figs. 5 and 6, respectively.

As seen in Fig. 5, liposomal and free drugs mainly accumulate
in the tumor periphery (6—10 mm). Little drug diffuses into the
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Fig. 5 Simulation results of drug concentrations and cell survival rate in a 1 cm tumor without
hyperthermia, where: the central region (0—-6 mm), the peripheral region (6—-10 mm), and the surround-

ing normal tissue (10-20 mm)

center even in 6 days after the treatment, thus barely any cells die
in the region. Even in the peripheral region, the cell death is
insufficient due to the tumor size.

The transport process of liposomal drug after 1 h delivery with
hyperthermia at 42°C is simulated, and the corresponding results
are shown in Fig. 6. In comparison, the overall trend is quite
similar except for the magnitude of the drug concentration and the
cell survival rate. The locally imposed hyperthermia has greatly
enhanced the accumulation of both the liposomal and free drugs in
the peripheral region and resulted in a more serious damage in this
region. In 6 days after the treatment, the averaged AUC of the

10 r
I —1h
g &1 | X - ——1day
@ --—-3day
2 6 ———
5 --—6day
'g 4t 0 leimia -
a 2r . -
-

0 A i A "
@ o 2 4 6 8 10 12 14 16 18 20

Radius (mm)
10 - 7
A 1 —1h

08 i ' - --1day
2 W 1 - —-3day
06 | i i
g L - ~--~G6aay
g 04 ] '
7] ¥ |

02 ! ;

\..-"".

00 L— A A S

(c) 0 2 4 6 8 10 12 14 16 18 20
Radius (mm)

liposomal drug under hyperthermia is about four times of that
without hyperthermia, and the survival rate of the tumor cells in
the peripheral region is almost 0. However, owing to the imper-
meability of the tumor mature vessels in the central region and the
difficulty of liposomal drug diffusion, as predicted using the
model, the drug effect in the tumor center is very limited even
with local hyperthermia [31,35].

Encapsulating antitumor drug in liposomes delays the drug re-
lease and thus reduces the clearance rate of the drug in vivo. There
have been a lot of efforts spent on improving the pharmacokinet-
ics performance of liposomal drugs. Long circulation and ther-
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Fig. 6 Simulation results of drug concentrations and cell survival rate in a 1 cm tumor with hyper-
thermia, where: the central region (0-6 mm), the peripheral region (6—10 mm), and the surrounding

normal tissue (10—20 mm)
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Fig. 7 The effect of liposome rupture time 7, on drug delivery and tumor therapy: (a) average sur-
vival rate in the central region of the tumor and (b) average survival rate in the peripheral region of

the tumor

mosensitive liposome have been developed. The speed of liposo-
mal drug release also influences the treatment. To evaluate the
liposome rupture influence, 7, of 12 h and 36 h are used in the
simulation. The numerical results of the average cell survival rate
in the peripheral and central regions of tumor are shown in Fig. 7.
It is noted that smaller value of 7, results in better treatment effi-
cacy in both regions. These predictions are in accordance with the
experimental findings reported in Ref. [12] where temperature-
sensitive liposomal drugs are proven to be more effective.

Different from other models [15,16,18], the present model ac-
counts for the drug induced cell apoptosis or necrosis effect on the
drug penetration using a cell survival rate dependent diffusion rate
in Egs. (3) and (4). Figure 8 illustrates the survival rate in the
tumor center when the cell necrosis induced diffusivity change
(CNIDC) is or is not taken into consideration. Significant differ-
ence can be found. As more cells die, the tissue porosity increases
and thus the diffusivity. More drugs reach the rest of the tumor
cells resulting in more cell death. The results indicate that the
influence of the apoptosis or necrosis is an important parameter
determining the accuracy of the prediction.

The above study has shown that the thermally targeted drug
delivery enhanced the treatment effect of tumor. But, it is still
difficult for the drug to diffuse to the central region in a relatively
larger tumor and achieve the desired therapeutic effect. This find-
ing is consistent with that reported from previous clinical studies
[9,45]. For a complete ablation of large tumors, its central region
needs to be treated by other modalities combined, i.e., high tem-
perature or low temperature approaches [46].

5 Study of the Combined RF Ablation With Liposome
Drug Treatment of Tumor

Previous clinical studies have shown that the combined RF ab-
lation and liposomal doxorubicin treatment can be used to en-
10
08
0.6

04

Survival rate

02

00 A .

Time (day)

Fig. 8 The effect of cell necrosis induced diffusivity change
on tumor therapy: (1) with cell necrosis induced diffusivity
change considered; (2) without consideration of cell necrosis
induced diffusivity change
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hance the delivery of liposomal drugs and to maximize the tumor
destruction [46]. To optimize the combined treatment, both the
temperature and drug induced cell necrosis need to be considered,
thus the coupled temperature and drug distributions after the treat-
ment are of a great importance. The present model is used to
simulate the combined RF ablation and liposomal doxorubicin
delivery for a tumor 1 cm in diameter. The RF probe, guided by
the imaging system, is inserted into the center of the tumor right
after intravenous delivery of the liposomal drugs. During the RF
treatment, the temperature distribution inside the tumor is ana-
lyzed using the Pennes bioheat transfer equation, in which the RF
volumetric heating is treated as the source [47]

JT,
(”C)fa_f =k VT, + 0,(p0)y(Ty = T)) + gsar + Gmer (1)

where T} is the tissue temperature. k, is the thermal conductivity, p
is the density, ¢ thermal capacity, subscript ¢ refers to tissue and b
to blood, wy, is the blood perfusion rate, 7}, is the blood tempera-
ture, and ggar and g, are the specific absorption rates of the RF
heating and the metabolic heat, respectively. k,, p, and ¢ are as-
sumed to be the same in all the regions, while different w;, and
Gdmet Values are used, as shown in Table 1. Sensitivity of the blood
perfusion rate to temperature is considered. From previous experi-
ments, it has been found that blood flow increases to about two-
fold of wy, 37 (w;, at 37°C) at 42°C [30] and fourfold of w;, 37 at
44°C [30]. It stops at temperatures either lower than 8°C [48] or
higher than 46°C [30]. The blood perfusion w,, is assumed to
change linearly between these temperature points. By considering
the RF probe as a finite line source, the specific absorption rate of

RF in tissue, ggagr, can be expressed as [37]
Qar+n-2)e>

qsar=Cp - e e

(12a)

where z and z. are the axial distance and the decay distance,
respectively, p is the RF power, C| is the scaling constant, « is the
attenuation constant, n is an exponential constant, and r is the
radial distance from the center. Referring to the experimental mea-
surements reported in Ref. [49], the specific adsorption rate of the
RF heating is simplified as

(0.001058 + 1)e=0-001058r

Clp 3
4dSAR = r

0 else

—=X=Q)

(12b)

where z; is the active length of the RF probe; it varies with tumor
dimensions. The probe diameter is 3 mm. Values of the param-
eters used are shown in Table 1. To overcome local overheating,
the RF probes with internal cooling are normally used [49,50]. In
this study, the convective condition between the probe wall and

Transactions of the ASME
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Fig. 9 Temperature distribution in the tumor after 30 min of
the RF heating at 10 W; radius represents the distance mea-
sured from the RF probe

the flow inside the probe is adopted from Ref. [49], in which low
temperature nitrogen is used. The boundary condition for tissue
contacting the probe surface is

k,ﬁﬁ—n=hg(T,—Ti) at r=rpz> -2 (13)
r

where T; is the inner-flow temperature, /, is the internal convec-
tion coefficient of the flow, and r( is the probe radius.

The apparent vascular permeability, P .., is assumed to
change linearly with temperature from the initial value Pj 37 at
37°C to 76-fold P; 37 at 42°C [12], and kept until 44°C, when
the blood flow starts to drop [51] and decreases linearly to zero at
46°C. During the heating period, the tumor cells are killed
through heating, as the drugs are mainly enclosed in liposomes
and have not taken into effect. Heating induced survival rate of
the tumor cells S, is

Sh — e—k},fé)R(“_T)dT (14)
where kj, and R are constants. After heating, the tumor cells that
survived are subsequently killed by antitumor drugs. Thus, the
total survival rate of cells, S, is expressed as

S=S, %5, (15)

The partial differential equations (PDEs) governing the un-
knowns are essentially nonlinear, especially for the RF ablation
combined drug delivery process when the apparent permeability,
P app> and S are also temperature dependent. The distribution of
temperature and drug concentration in the tumor and surrounding
normal tissue in different time intervals are then numerically ob-
tained using FLUENT.

Temperatures at different distances from the RF probe in the
tumor after 30 min of heating are shown in Fig. 9. It can be seen
that tissue temperatures in the central region (0.25 mm<r
<2.5 mm) are all above 45°C, and can reach as high as 78°C
near the probe in the center, while in the peripheral region
(2.5 mm<r<5 mm) tissue temperatures are between 37°C and
45°C. It is hard to further increase the tissue temperature due to a
rapid decay in the RF heating and the much higher local blood
perfusion in the periphery.

Distributions of liposomal drug, extracellular free drug, and the
survival rate of the tumor cells in different days after the com-
bined RF ablation and liposome drug treatment are shown in Figs.
10(a)-10(c). Obviously, the liposomal drug mainly concentrates
in the peripheral region. Much less liposomal drug extravasates in
the central region or in the surrounding normal tissue because of
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the absence of blood vessels in the tumor center and the low
permeability of the vessel wall in normal tissue. The concentration
of liposomal drug in the periphery decreases with time due to the
decay of liposome concentration in blood and the rupture of lipo-
somes. In 7 days after the treatment, the interstitial liposomal drug
concentration decreases to 1.0 ug/ml, and most liposomes rup-
ture. As seen in Fig. 10(b), the concentration of the extracellular
free drug first increases in the peripheral region, and then de-
creases as diffusion into the central region. While in the central
region, as most of the cells have been killed by the RF heating,
only drug diffusion takes place and also decreases later when the
source decreases. The cell survival rates with respect to time are
shown in Fig. 10(c). Most of the tumor cells have been killed right
after the RF ablation, while those in the peripheral region are
gradually killed by the liposomal drug. The simulation results
show that the combined RF ablation and liposomal drug treatment
of the tumor could achieve much better treatment effect by over-
coming the disadvantages of either one alone, especially for a
sizable tumor. The major concern of the RF ablation alone is the
increased blood perfusion in the tumor peripheral region during
heating, which might result in incomplete killing and increase
certain risks of the incidence of tumor metastasis [52,53]. The
thermally enhanced extravasation of the nanoliposome drugs
could ensure sufficient killing of the surviving tumor cells and
vasculature in the peripheral region.

For larger tumors, the heating power of the RF can be in-
creased, and local overheating be prevented by adjusting the flow
rate of low temperature nitrogen inside the RF probe. Figure 11
illustrates the extravasation of the liposome drug right after the RF
heating of a 3 cm diameter tumor and the survival rate of the
tumor cells in 7 days after the combined treatment with different
heating powers. Obviously, for the heating powers studied, the
higher the power, the more liposome drugs extravasated in the
peripheral region, and the more tumor cells that die. In the outer
central region of tumor, there is a peak on the curve of the tumor
cell survival rate shown in Fig. 11(b) for powers that are relatively
low. In this region, the temperature increase is not high enough,
and the drug fails to have a fatal effect. When the power is in-
creased to 60 W, the highest temperature inside the tumor reaches
about 87°C; most of the tumor cells in the central region could be
completely killed, but not in the peripheral region, where the cells
are mainly killed by the drug. By decreasing the half-life time of
the liposome drug 7,, the survival rate of the tumor cells in this
region is significantly decreased, indicating a great potential of the
thermally sensitive liposome drug.

The total volume of the tumor cells (3 cm diameter), with the
survival rate lower than 0.1%, after the RF ablation alone is com-
pared with that of the combined treatment, as shown in Fig. 12.
The treatment region is clearly enlarged through the latter, which
accords well with the experimental findings reported in Ref. [46].
On the other hand, it is worthy noting that for the combined treat-
ment, besides the RF heating power and the half-life time of the
liposome drug, as studied in this paper, the timing of the liposome
drug delivery in relation to the RF ablation is another important
factor that would affect the final therapeutic outcome [46].

6 Conclusion

A new mathematical model has been developed to study the
thermally targeted drug delivery process in tumor. Both the drug
distribution and the treatment efficacy under different treatment
protocols have been numerically simulated. The influence of sev-
eral key parameters on drug delivery and therapeutic efficiency
are discussed.

Local hyperthermia enhances the accumulation of liposomal
drugs in the tumor region by increasing tumor vessel permeability
Py app and blood perfusion. Numerical results show higher AUC
of liposomal drugs in tumor tissue under the hyperthermic condi-
tion. Compared with liposomes, the diffusion of free drug contrib-
utes more to drug transport in tumor tissue, since the diffusivity of
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Fig. 12 The total volume of the tumor cells with the survival rate lower than
0.1% after the RF ablation alone and the combined treatment using different

heating powers

mulate more antitumor drug in the peripheral region. Insufficient
drug in the central region can be overcome through combined RF
ablation in the tumor center. But, to reach the complete destruc-
tion of the tumor, a detailed treatment planning is needed, espe-
cially for tumors with irregular shapes. The present model can be
further used to simulate the transport of other nanoparticles or
quantum dots in tissue.
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Nomenclature
C = concentration of the drug
M = drug dose
t = time

D = diffusion coefficient
Prapp = apparent permeability of the vasculature
= surface area
= survival rate
temperature
= thermal conductivity
= thermal capacity
gsar = specific absorption rate of the RF heating
dmet = metabolic heat
h = convection coefficient
z = axial distance
7. = axial decay distance

o xNun >
Il

p = RF power
Greek Symbols
p = density

¢ = volume fraction of interstitial space
® = blood perfusion rate
Umax = the maximum cellular uptake rate

Subscripts

= liposome

= free antitumor drug
= extracellular

o O~
[
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I = intracellular

t = tissue

b = blood

h = heat

d = drug
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Experimental Investigation of
Miniature Three-Dimensional
Flat-Plate Oscillating Heat Pipe

An experimental investigation on the effects of condenser temperatures, heating modes,
and heat inputs on a miniature three-dimensional (3D) flat-plate oscillating heat pipe
(FP-OHP) was conducted visually and thermally. The 3D FP-OHP was charged with
acetone at a filling ratio of 0.80, had dimensions of 101.60 X 63.50 X2.54 mm>, pos-
sessed 30 total turns, and had square channels on both sides of the device with a hy-
draulic diameter of 0.762 mm. Unlike traditional flat-plate designs, this new three-
dimensional compact design allows for multiple heating arrangements and higher heat
fluxes. Transient and steady-state temperature measurements were collected at various
heat inputs, and the activation/start-up of the OHP was clearly observed for both bottom
and side heating modes during reception of its excitation power for this miniature 3D
FP-OHP. The neutron imaging technology was simultaneously employed to observe the
internal working fluid flow for all tests directly through the copper wall. The activation
was accompanied with a pronounced temperature field relaxation and the onset of cha-
otic thermal oscillations occurring with the same general oscillatory pattern at locations
all around the 3D FP-OHP. Qualitative and quantitative analysis of these thermal oscil-
lations, along with the presentation of the average temperature difference and thermal
resistance, for all experimental conditions are provided. The novelty of the three-
dimensional OHP design is its ability to still produce the oscillating motions of liquid
plugs and vapor bubbles and, more importantly, its ability to remove higher heat

fluxes. [DOI: 10.1115/1.3072953]

1 Introduction

Recently, there has been international attention focused on the
development and understanding of the oscillating/pulsating heat
pipe (OHP) as an innovative solution for efficient heat transport
within a variety of electronic/avionic packages. The OHP, first
introduced by Akachi [1] in 1990, is a passive heat transfer device
capable of possessing lower thermal resistances than that of con-
ventional wicked heat pipes, is less prone to design and perfor-
mance limitations, and is typically less expensive to manufacture.
Conventional OHPs typically exist as a continuous capillary tube
arranged in a planar serpentine manner, where one end receives
and another end rejects thermal energy. The device is partially
filled with a working fluid and is vacuum sealed. The diameter of
the tube is made small enough to allow liquid “plug” formation
via surface tension. As a consequence of the temperature differ-
ence instilled on an OHP, the saturated working fluid will undergo
complex displacements of both oscillatory and circulatory charac-
teristics [2,3]. The constant evaporation and condensation of the
working fluid will further create an unstable pressure field that
adds to the complex motion of this two-phase system. The oscil-
lating heat pipe operates with both sensible and latent heat transfer
modes, which has a high potential to provide high heat transfer
coefficients, making it a very effective heat transfer device.

There are currently two prominent designs associated with the
OHP: a serpentine-arranged tube—a tubular oscillating heat pipe
(T-OHP)—and a flat metallic plate with an engraved continuous
channel—a flat-plate oscillating heat pipe (FP-OHP). Although
open-loop designs have been implemented, it has been found that
the closed-loop design for the OHP is superior due to the possi-
bility for bulk circulation [4,5]. Borgmeyer and Ma [3] success-
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fully sealed a copper FP-OHP having square internal channels
with a hydraulic diameter of 1.59 mm with Lexan for visualiza-
tion purposes. A high-speed camera was used to measure the fre-
quency and velocity of the local liquid slug oscillations during
heat pipe operation including the effects of heat inputs and orien-
tations. It was found that the oscillations were dependent on both
heat input and device orientation. Khandekar et al. [6] measured
the effects of gravity and thermal resistance of aluminum 6 turn
FP-OHPs, all sealed with transparent glass and charged with eth-
anol or water. Strong orientation dependence was found, yet it was
discovered that the FP-OHP possessing channels with larger rect-
angular cross sections, with filling ratios below 0.30, had less
dependence on orientation, and that rectangular channel designs
may be optimal over circular channels for FP-OHPs. Their re-
search indicates that the corners of the rectangular channels may
serve as capillary structures at higher filling ratios and may aid
circulatory effects as well as promote a two-phase thermosyphon
effect. Operating in a bottom heating mode, the lowest thermal
resistance achieved for their FP-OHP was 1.1°C/W, and the
maximum heat input reached was 75 W. Xu et al. [7] investigated
an aluminum FP-OHP having square channels with a hydraulic
diameter of 1.9 mm while being charged with HFC-134a or bu-
tane. It was found that gravity does have an effect on the thermal
performance of the FP-OHP. A side heating mode was formally
introduced, and it was found that the FP-OHP optimally per-
formed while in the bottom heating mode. The thermal perfor-
mance of the FP-OHP in the bottom heating mode was better than
those in the top or horizontal heating modes. Thermal resistances
of approximately 0.5°C/W and 0.1°C/W were achieved for the
FP-OHP while operating in the bottom heating and side heating
modes, respectively. Their reported thermal resistances generally
increased with heat input. All of these FP-OHPs were contained
on one plane. Because the channel density per unit area for those
FP-OHPs is low, these FP-OHPs cannot remove heat at a high
level of high flux and cannot reach a low thermal resistance.
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Fig. 1 A three-dimensional oscillating heat pipe (a) photo, (b) dimensions
of base plate, and (c) close-up of cross-sectional geometry

In the current investigation, a three-dimensional (3D) flat-plate
oscillating heat pipe has been studied. The 3D FP-OHP has two
layers of channels. Each layer has 15 turns, giving 30 total turns,
when the two layers are interconnected. This new 3D FP-OHP is
unique for it focuses on a high-channel density design aimed for
high heat flux applications. An extensive experimental investiga-
tion on this 3D FP-OHP has been conducted to determine its
average temperature difference, thermal resistance, and start-up
phenomena during various operating conditions.

2 Design of 3D FP-OHP

The prominent attribute of the OHP is its ability to create liquid
plugs and vapor bubbles in the miniature channels. These liquid
plugs and vapor bubbles exist due to the OHP being only partially
filled with a working fluid and as a result of the internal diameter
of the channels. When the internal diameter of the channels is less
than a critical diameter, the working fluid will disperse itself into
a liquid/vapor train alignment throughout the tube/channel as sur-
face tension forces dominate over gravitational forces. It has been
found by Akachi [1] that the critical, or maximum, diameter for
surface tension forces to dominate gravitational forces is

Dcril=2 \l — 1
g(pi—py) M

When the diameter of the channel exceeds this critical value, the
working fluid will not form stable liquid plugs and will tend to
pool/stratify.

A heat flux level for high heat flux applications was accom-
plished by maximizing the number of channels per unit area and
minimizing the overall dimensions of the device. With this in
mind, the diameter of the internal channels, as well as the wall
thickness between adjacent channels, was minimized. With the
guidance of Eq. (1), the internal hydraulic diameter was chosen to
be 0.762 mm. A “dead perimeter” with a width of 12.70 mm was
left to surround the channel area to maximize the brazability of
the 3D FP-OHP base plate. Figure 1 shows a schematic of this 3D
FP-OHP and a photo. As the channel hydraulic diameter becomes
smaller, the channel density can be increased, which directly helps
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increase the capability for the removal of heat with a higher level
of heat flux. Of course, the channel shape will have a significant
effect on the oscillating motion and heat transfer occurring in an
OHP. Considering the fabrication capability, the square cross sec-
tion shown in Fig. 1 was studied in the current investigation.

The 3D FP-OHP has two layers of channels. The channel on
each layer has 15 turns. The channels are approximately 74 mm
long, and all channels are interconnected to each other to form a
single closed loop. At the end of each channel, the fluid is allowed
to transverse a short distance to the beginning of a circular chan-
nel that allows the fluid to be perpendicularly transported to the
second layer for flow within another channel. The channels on one
layer were designed to be offset from the channels on the second
layer to enhance visibility of the working fluid during visualiza-
tion experiments utilizing neutron radiography. A circular charg-
ing hole (1.59 mm) connects perpendicularly to the very end of
the internal channel for charging purposes. Although Khandekar
et al. [6] previously postulated that the thermal resistance between
adjacent channels within a FP-OHP must be maximized; the cur-
rent design actually aims to minimize the thermal resistance by
using small walls (~1.78 mm) and by using copper for the FP-
OHP base plate. This was done to challenge the previous hypoth-
esis, since it is believed that the thermal performance of a minia-
ture compact FP-OHP is optimized by enhancing heat transfer
between adjacent channels. In accordance with a miniature form
factor, the overall thickness of the 3D FP-OHP was minimized.
The overall dimensions of the sealed 3D FP-OHP are 101.60
X 63.50%2.54 mm’.

After successfully machining and sealing the 3D FP-OHP by a
brazing process, a copper capillary tube (with an outer diameter of
1.59 mm) was positioned and soldered at the charging hole at the
end of the device, as shown in Fig. 1(a). The 3D FP-OHP was
then charged with the working fluid. For the current study, the
device was charged with acetone. According to Eq. (1), acetone
requires smaller critical hydraulic diameters forming liquid plugs
and vapor bubbles in the channel. Acetone contains hydrogen
making it favorable for neutron radiography due to its high neu-
tron attenuation [8]. After successfully charging the heat pipe,
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pneumatic tube crimpers were used to seal the end of the charging
tube. The crimped charging tube was then quickly submerged into
liquid solder to further guarantee a proper seal. The liquid filling
ratio was 80%.

3 Experimental Setup

In order to effectively test the thermal performance, as well as
visualize the internal fluid dynamics, of the 3D FP-OHP while in
various heating modes and operating conditions at the neutron
imaging facility at NIST [9], a custom testing apparatus was con-
structed and used within the test setup, as shown in Fig. 2. The
testing apparatus consisted of a heating and cooling block, a tilt-
ing holding frame, thermocouples, and an insulating case. The
heating block was manufactured from electronic-grade copper and
had dimensions of 38.1 X 25.4 X 6.35 mm?>. Four holes, each 3.18
mm in diameter, were drilled partially through the thin side of the
heating block for the insertion and positioning of four Watlow
miniature cartridges heaters. The heating block was firmly at-
tached to the surface of the 3D FP-OHP’s evaporator region using
aluminum C-clamps. Furthermore, the heating block was placed
directly above the channel array width to maximize heat input to
the internal working fluid—this allowed for a heated area of ap-
proximately 9.67 cm?. The cooling block was manufactured from
aluminum and had dimensions of 76.2 X 76.2 % 20.13 mm?. Four
holes, each 15.88 mm in diameter, were drilled completely
through the aluminum block to allow water to flow in series dur-
ing experiments. The cooling block was firmly attached to the
condenser region of one side of the 3D FP-OHP by using a
custom-made aluminum clamping mechanism. The clamping
mechanism used two aluminum cover plates and threaded rods
with nuts to squeeze against the 3D FP-OHP and cooling block.
The cooling block was located almost directly under the heating
block to restrict the adiabatic section to a negligible length. The
cooling block area exceeded the channel array width, allowing for
a cooled area of approximately 40.75 cm”. Omegatherm “201”
thermal paste was applied to the heating and cooling block sur-
faces, and around the circumference of the cartridge heaters, to
reduce the thermal contact resistance within these regions.

The 3D FP-OHP was positioned and held in place within a
tilting aluminum frame/stand. The heat pipe was held stationary
by screwing threaded rods into the side of the aluminum clamping
mechanism and into the tilting frame/stand. The tilting nature of
the test stand allowed for testing the heat pipe in bottom and side
heating modes. Since the neutron beam was fixed horizontally
with respect to the ground, the horizontal heating mode could not
be investigated at the NIST facilities.

Fourteen type-T thermocouples were applied to the 3D FP-
OHP. The majority of the thermocouples were placed on the non-
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heated side of the 3D FP-OHP to allow for perfect hot plate/cold
plate contact. A very small adiabatic section was used for the
experiment to allow for placement of thermocouples on the heated
side and to minimize thermal interaction between the hot and cold
plates. In addition to the 14 thermocouples measuring the tem-
perature distribution of the 3D FP-OHP, another thermocouple
(not shown) was used to measure and verify the temperature of
the condenser fluid entering the cold plate. Finally, the 3D FP-
OHP, along with all clamping mechanisms and the cold and hot
plate, were liberally wrapped with fiberglass insulation to reduce
heat losses. The insulation shell was then encapsulated with alu-
minum foil to minimize the release of any irradiated fiberglass
during the experiments. Figure 3 illustrates the heating modes
investigated along with all the thermocouple locations.

As shown in Fig. 3, four thermocouples are in the evaporator
region (al-a4) and six thermocouples in the condenser region
(a9-al4). The test setup used for all experiments at the NIST
neutron imaging facility for the 3D FP-OHP was similar to previ-
ous oscillating heat pipe visualization experiments, as conducted
by Wilson et al. [8].

Heavy water was used to circulate through the cold plate to
allow for better visibility in the neutron camera. Heavy water, as
opposed to regular water, is less opaque with regard to neutron
imaging due to it having a lower neutron attenuation [8]. Due to
the expense of heavy water, a separate pump and hosing line were
used to circulate it through the cold plate. The heavy water tem-
perature was held at the condenser fluid temperature by exchang-
ing heat with temperature-controlled regular water in another
cooling loop via a heat exchanger. The regular water was circu-
lated and held at a constant temperature via a Julabo F34
circulator/water bath. Temperature data were collected at a sam-
pling rate of 100 Hz using a National Instruments SCXI-1600 data
acquisition system (DAQ). All thermocouples had a maximum
error, or noise, of =0.25°C. Visual data were collected at a rate of
30 frames per second by using a computer workstation at the
NIST neutron imaging facility. All visual and thermal data were
collected simultaneously with the aid of a communication trigger
set up between both the “visualization” computer—used for visual
data collection—and the “thermal” computer—used for thermal
data collection.

Three experiments, listed in Table 1, were conducted where
either the condenser temperature or heating mode was changed for
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Table 1 Summary of the three experiments conducted at NIST
for the 3D FP-OHP

Heating Condenser fluid Maximum heat
Experiment No. mode temperature °C input (W)
1 Bottom 60 100
2 Bottom 20 200
3 Side 60 100

each experiment. Heat input was gradually increased from 0 W for
each experiment with multiple step heat inputs with intervals
ranging from 5 W to 20 W. Heat input was voltage-controlled
using a digital multimeter (DMM) and variable autotransformer.
The measured resistance of the parallel-connected cartridge heat-
ers was used with the ideal power input to calculate the input
voltage. This “ideal” power input was verified by reading the
“true” voltage across the cartridge heaters, as collected from the
temperature DAQ. Both transient and steady-state data were
collected—each having various data collection periods. Transient
temperature measurements were collected immediately after the
introduction of the new step heat input. All experiments were
stopped when the maximum evaporator temperature neared
100°C, for safety reasons.

4 Experimental Results and Discussion

4.1 Temperature Difference and Thermal Resistance. The
average temperature difference across the 3D FP-OHP, AT,,,, was
calculated with

T1+T2+T3+T4
A anz f

(79+T10+T11+T12+T13+T14)
6

where temperatures T1,72,...,T14 in Eq. (2) correspond to the
respective thermocouple location (al,a2,...,al4) shown in Fig.
3. All temperatures used in Eq. (2) are average temperatures col-
lected during steady-state tests. In general, the average tempera-
ture difference may be found by subtracting the mean condenser
temperature from the mean evaporator temperature using the av-
erage thermocouple measurements within those prescribed re-
gions. Figure 4 provides the average temperature difference for
the 3D FP-OHP at the various heat inputs and operating condi-
tions associated with each experiment.

As shown in Fig. 4, the average temperature difference for the
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Fig. 4 Average temperature difference versus heat input for all
three experiments
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Fig. 5 Thermal resistance versus heat input for all three
experiments.

3D FP-OHP has a positive almost-linear dependence on heat input
with points of noticeable slope change for both bottom heating
experiments. For the side heating mode, the average temperature
difference appears to have a higher-ordered dependence on heat
input, and no noticeable slope change is observed. The average
temperature difference is approximately the same until about 30
W for all three experiments. Beyond 30 W, the 3D FP-OHP oper-
ating in a bottom heating mode, with a condenser fluid tempera-
ture of 60°C (Experiment No. 1), begins to thermally outperform
the other experiments, as indicated by consistently having a
smaller average temperature difference at higher heat inputs.
However, the highest heat input—without having any evaporator
temperature exceeding 100°C—was achieved while having the
3D FP-OHP in a bottom heating mode with a 20°C condenser
fluid temperature. At a heat input of 100 W, the average tempera-
ture difference was on-the-order of 8 °C for all three experiments.

The noticeable slope changes associated with both Experiment
Nos. 1 and 2, as shown in Fig. 4, may be attributed to a phenom-
enon known as the OHP “start-up.” This start-up refers to the
point in time where temperature and fluid oscillations begin as a
result of the heat pipe acquiring sufficient temperature differences
and/or a sufficient heat input, or excitation power, necessary for
OHP activation. There is no clear point of excitation for the 3D
FP-OHP operating in the side heating mode, since its average
temperature difference increases continuously with heat input at
all times. The most pronounced start-up occurs for Experiment
No. 2, wherein the average temperature difference actually de-
creases when the heat input is increased from 70 W to 80 W.

The nonlinear characteristics associated with the average tem-
perature difference for the 3D FP-OHP may be attributed to its
highly nonlinear thermal resistance. The thermal resistance at a
specific power input, i, may be approximated as

ATavg,i (3)
o
The thermal resistance of the 3D FP-OHP for each experiment and
each heat input is provided in Fig. 5. Notice that the start-up for
the 3D FP-OHP for each experiment is more apparent. It may be
observed from Fig. 5 that the 3D FP-OHP thermal resistance is a
strong inverse function of heat input for all experiments after
start-up. Prior to start-up, only the thermal resistance associated
with Experiment No. 2 has a nonpositive dependence on heat
input. The inverse relationship of thermal resistance on heat input
is higher-ordered for the 3D FP-OHP in both bottom heating
modes after start-up, and appears to be almost linear for the side
heating mode at all heat inputs. Notice that no minimum was
achieved for thermal resistance for any experiment, indicating that

\ITOHP =
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79.3 W

the 3D FP-OHP may be capable of possessing lower thermal re-
sistances at higher heat inputs. At 100 W, the 3D FP-OHP has a
thermal resistance on-the-order of 0.085°C/W for all three oper-
ating conditions experimented. While operating in the bottom
heating mode and having a condenser fluid temperature of 60°C,
the lowest thermal resistance is accomplished for the 3D FP-OHP
at all heat inputs after start-up and under 100 W. At the same
condenser fluid temperature of 60°C, the 3D FP-OHP has a lower
thermal resistance operating in a bottom heating mode as opposed
to the side heating mode.

The fact that the thermal resistance of the 3D FP-OHP de-
creases with temperatures below 100 W of heat input is very dif-
ferent from the results obtained by Xu et al. [7]. Their results for
their aluminum FP-OHP showed that the thermal resistance in-
creased with all heat inputs under 100 W. Furthermore, their ex-
periments with the side heating mode for the FP-OHP demon-
strated a thermal resistance twice as high as the thermal resistance
associated with the bottom heating mode, while the current results
demonstrate that the side heating mode thermal resistance is com-
parable in magnitude to that of the bottom heating mode thermal
resistances.

4.2 3D FP-OHP Excitation/Start-Up. The excitation of the
internal working fluid within the 3D FP-OHP, and hence the
start-up of the heat pipe, was clearly observed in both a thermal

and visual sense. Thermally, the temperature field began to oscil-
late pseudochaotically with time. Visually, the internal working
fluid began to circulate/oscillate at very high speeds. The pro-
nounced discrete start-ups for the 3D FP-OHP within both bottom
heating experiments are verified by observing the temperature
data collected during the transient responses at a specific step heat
input, as shown in Figs. 6 and 7. It should be noted that although
14 thermocouples were used for all experiments, only six thermo-
couple readings (T'1, T3, 76, 79, T10, and T14) are presented for
all temperature plots for better clarity.

The start-up for Experiment No. 2 occurs at approximately 110
s into the transient data collection time for an 80 W heat step
input, and the start-up for Experiment No. 1 occurs at approxi-
mately 275 s into the transient data collection time for a 35 W heat
step input. Each start-up is characterized by the onset of complex
temperature field oscillations, or “thermal oscillations,” and a uni-
form temperature field relaxation. The temperature field oscilla-
tions appear to oscillate in a superimposed chaotic nature that is
not periodic with time. The temperature field relaxation is evi-
denced by the sharp uniform decline in temperatures across the
3D FP-OHP at the time of start-up where the previous trend of
increasing temperature is severely altered. It may be seen that this
temperature relaxation is more pronounced for the bottom-heated
3D FP-OHP being cooled with a colder condenser fluid tempera-
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Fig. 7 3D FP-OHP transient temperature response for Experiment No. 1 at
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ture of 20°C. The start-up associated with the 3D FP-OHP oper-
ating in the side heating mode is less apparent and is more of a
gradual phenomenon than both bottom heating experiments, as
shown in Fig. 8. In addition, no temperature field relaxation was
observed for the side heating mode.

Like the thermal resistance trends, the required excitation pow-
ers are confirmed from observing the transient temperature re-
sponses that captured the start-ups of the 3D FP-OHP. At this
respective step heat input, the minimal required excitation power
may be approximated. The exact minimum excitation power is
unknown due to adherence to the experimental schedule that en-
forced step heat inputs. The major observation is that the excita-
tion power has a stronger dependence on the condenser fluid tem-
perature than orientation. This was concluded by seeing that a
higher heating power is required for the bottom-heated 3D FP-
OHP operating with a colder condenser fluid temperature, and that
the excitation power required for the side heating mode is com-
parable to the excitation power needed for the bottom heating
mode at the same condenser temperature. The thermal results
from all three experiments have proven that the 3D FP-OHP ex-
citation power is at the very least a function of both heating mode
and cooling conditions.

The points of start-up for the 3D FP-OHP may also be observed
using Fig. 5, where the start-ups for the bottom heating experi-
ments are clearly visible from the sudden drastic changes in ther-

91 T T T T

mal resistance. For a condenser fluid temperature of 60°C, the
start-up excitation power is approximately 35 W, and for a con-
denser fluid temperature of 20°C is approximately 80 W. Figure 5
also provides evidence that the start-up for the side heating mode
occurs at around 30 W, as indicated by the maximum. Further-
more, all startups for the oscillating motion were easily observed
and confirmed with the neutron imaging results

4.3 Steady-State Temperature Oscillations. Although the
transient temperature responses may accurately depict the excita-
tion of the 3D FP-OHP, the essence of the thermal oscillations are
better understood by investigating the steady-state temperature
measurements. Figures 9-11 show the steady-state temperature
distributions at 80 W from each of the experiments. Three inter-
esting observations may be drawn from all experiments. First, the
thermal oscillations are chaotic and nonperiodic at all heat inputs
succeeding the excitation power; however, the oscillating tem-
perature patterns have similar trends at all heat pipe locations at
all times. Second, uniform temperature field disturbances are ob-
served at specific instances in time, where sharp discontinuities
exist for all temperature measurements simultaneously. Third, the
overall amplitude of the thermal oscillations increases with heat
input for both the condenser and evaporator regions, but the am-
plitudes for thermal oscillations occurring in the evaporator region
increase more with heat input than those for the condenser region.
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Fig. 9 3D FP-OHP steady-state temperature distribution versus time for Ex-
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After excitation of the 3D FP-OHP, thermal oscillations oc-
curred at all thermocouple locations for all three experiments, and
the oscillations were sustained until the cessation of each experi-
ment. Visual observation with neutron imaging confirmed that the
thermal oscillations began simultaneously with the onset of work-
ing fluid oscillations within the 3D FP-OHP. Therefore, the source
and behavior of the thermal oscillations is related to the constant
phase transition and complex motions associated with the satu-
rated internal working fluid.

There are many qualitative assessments that one may draw
from observing the given steady-state thermal oscillations, and
these general assessments do hold at multiple heating loads. The
prominent feature is that all temperatures, at various locations
throughout the 3D FP-OHP, hold similar oscillatory patterns
throughout time for a specific heat load, and that the nature of
these trends become less eradicated going from the evaporator to
the condenser region. This decay of eradicated oscillations is more
pronounced for the 3D FP-OHP operating in a side heating mode,
where the amplitudes of the thermal oscillations dampen to more
smooth lines, as seen in Fig. 11. For the bottom heating mode, the
temperature field oscillations are more of a global phenomenon,
where general trends are more uniformly shared at all locations
around the 3D FP-OHP. Furthermore, the global nature of the

thermal oscillations is not planar, as it is evidenced that the simi-
larity in thermal oscillations was shared on both sides of the 3D
FP-OHP (i.e., thermocouples al and a3). Hence, the temperature
field oscillations are interdependent and the globality, or unifor-
mity, of the oscillations is dependent on the heating mode.

In addition to the thermal oscillations sharing the same overall
trend at locations all around the 3D FP-OHP, one may notice that
sporadic temperature “troughs” or “spikes” are also globally
shared as part of a “temperature field shock” phenomenon. For
example, a shared temperature spike may be observed at approxi-
mately 25 s in Fig. 9, and a shared temperature trough may be
observed at approximately 80 s in Fig. 10. The source for this
temperature field shock is still unknown; however, it is believed
that this shared temperature disturbance may be attributed to ei-
ther the internal fluid dynamics of the working fluid or to the
complex interdependencies of the temperature field. During the
side heating mode, the temperature field shock is less of a global
phenomenon and more localized in the evaporator region given to
the less global-nature of thermal oscillations.

In an effort to quantify the thermal oscillations, an average-
maximum peak-to-peak amplitude, i.e., AT\, for either the
evaporator or condenser region is defined as
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Fig. 11 3D FP-OHP steady-state temperature distribution versus time for Ex-
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n

ATjin= [+ 3 [max(T) -~ min(T)] - &, @)

i=1

where n is the number of thermocouples in the predefined evapo-
rator or condenser region, and the thermocouple noise, ®,., is
known to be 0.25°C for all experiments. The difference between
regional AT sy for thermal oscillations at different heat inputs for
all three experiments is shown in Fig. 12.

It may be seen that AT sy for the thermal oscillations increases
with heat input after start-up for all heating modes. However, this
positive correlation eventually weakens at higher heat fluxes for
Experiment Nos. 2 and 3, as evidenced by the local maxima. At
this point, AT\a only indicates that the difference in thermal
oscillation “strengths” between the evaporator and condenser re-
gions increases with heat input, and that thermal oscillations in the
evaporator region consistently remain “stronger” at all heat inputs
for all heating modes. The relation between the thermal oscilla-
tions and the heat transfer capability of the 3D FP-OHP is un-
known at this point, as there appears to be no relation between
AT xma and the thermal resistance of the 3D FP-OHP. Note that
Fig. 12 confirms that at 80 W, the 3D FP-OHP operating in a side
heating mode possesses the highest ATy in thermal oscilla-
tions, as previously illustrated in Fig. 11.

Figure 13 shows the average-maximum peak-to-peak ampli-
tudes, i.e., ATspa of thermal oscillations in the evaporator region
and condenser regions. It may be clearly seen that ATy, for
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Fig. 13 Average-maximum peak-to-peak amplitude of thermal
oscillations at various heat inputs for all three experiments
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thermal oscillations is consistently higher in the evaporator region
for all heat inputs and heating modes, indicating that AT y\p4 is a
strong function of heat flux. Knowing that Borgmeyer and Ma [3]
previously found that the frequency of internal working fluid os-
cillations has a dependence on heat flux and orientation, and hav-
ing just observed the clear dependence of the thermal oscillations
on both heat flux and orientation, it is apparent that the thermal
oscillations are related to internal fluid oscillations. As the heat
input increases from 40 W to 60 W for Experiment No. 1 shown
in Fig. 13, AT spa has a jump, which means the oscillating motion
is not stable. AT\ can be used to indirectly show the instable
oscillating motion in an OHP. Also notice that for the 3D FP-OHP
operating in a bottom heating mode, with a condenser temperature
of 20°C, the most abrupt start-up with highest overall AT 54 for
thermal oscillations was achieved. This abrupt start-up is evi-
denced by the large sudden increase in ATy at a step heat input
from 70 W to 80 W. The 3D FP-OHP operating in the side heating
mode (Experiment No. 3) had the lowest ATy for thermal os-
cillations in both the evaporator and condenser regions at all heat
inputs. Also notice that AT z\p5 growth trend within the condenser
region for Experiment No. 3 is smooth and gradual. The AT qpa
quantification provides a means of understanding and picturing
the behavior of the thermal oscillations at given heat inputs. It
may be seen that as the temperature and/or heat input is increased,
ATapa generally increases. However, as alluded to previously,
there may be a limit to AT\ of the thermal oscillations. This
was observed by the maxima achieved for Experiment Nos. 2 and
3, as shown in Fig. 13. It may be seen that after AT y5 reaches a
maximum value, it decreases as the heat input continuously in-
creases. In fact, it may be seen that AT s for thermal oscilla-
tions at start-up for Experiment No. 2 is achieved again at almost
twice the heat input. It is unclear if ATy\o has a limiting maxi-
mum value for different experimental conditions, as the maxima
observed in Fig. 13 may not be global. However, AT A
reversion/relaxation succeeding the local maxima may indicate
limitations associated with the internal working fluid and the over-
all functionality of the heat pipe.

5 Conclusions

Thermal and visual oscillations were observed for the three-
dimensional flat-plate oscillating heat pipe. The results show that
for both the side and bottom heating modes, the 3D FP-OHP
possessed an average temperature difference of approximately
8°C at a heat input of 100 W. The lowest average temperature
difference and thermal resistance were achieved while having the
3D FP-OHP in the bottom heating mode with a condenser fluid
temperature of 60°C for heat inputs under 100 W. While operat-
ing in a bottom heating mode with a condenser fluid temperature
of 20°C, the heat pipe could withstand heat fluxes up to
20 W/cm? without any temperatures exceeding 100°C and ap-
proached a thermal resistance of almost 0.07°C/W.

Thermal and fluid oscillations were observed after activation/
start-up during the transient temperature response to a heat input
approximately equal to the excitation power for the respective
experimental conditions. In the bottom heating mode, a discrete
start-up occurred accompanied by the lowering of thermal resis-
tance and a uniform temperature field relaxation. These observa-
tions were more pronounced for the 3D FP-OHP being bottom-
heated at a colder condenser fluid temperature. After start-up, the
thermal resistance decreased with higher heat inputs for all experi-
mental conditions and no minimum was ever achieved. It was
found that the required excitation power is dependent on both
orientation and cooling conditions and is higher for the 3D FP-
OHP utilizing a lower condenser fluid temperature. For the side
heating mode, the start-up was less pronounced and was more of
a gradual phenomenon accompanied by no temperature field re-
laxation.

In general, the average-maximum peak-to-peak amplitude
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(ATsma) of thermal oscillations increased with higher heat loads,
with amplitudes in the evaporator region growing at a faster rate
than those in the condenser region. The overall trends for the
thermal oscillations were similar at all thermocouple locations ac-
companied by sporadic uniform temperature disturbances de-
scribed as a temperature field shock phenomenon. While the 3D
FP-OHP was bottom heated with a condenser fluid temperature of
20°C, thermal oscillations were found to be the strongest at heat
inputs over 100 W having a AT sy of around 0.8°C. In addition,
there appeared to be a limiting factor associated with the thermal
oscillations at higher heat inputs. Thermal oscillations for the side
heating mode were more localized in the evaporator region and
had the lowest average-maximum peak-to-peak amplitudes from
all three experiments.

Since the average temperature difference and thermal resistance
of the 3D FP-OHP in a side heating mode were comparable to the
bottom heating mode, better gravity independence may be
claimed with the three-dimensional design. However, the fact that
the temperature oscillations behaved differently for the 3D FP-
OHP operating in the side heating mode indicates that the device
is still partially influenced by gravity. At this point, the thermal
results indicate that minimizing the wall thermal resistance may
increase the thermal performance of an FP-OHP, but more re-
search is needed for confirmation. The high-channel density de-
sign has proven to be desirable for high heat flux applications, as
the 3D FP-OHP performed favorably at heat fluxes up to
20 W/cm?.
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Nomenclature
a = specified thermocouple/thermocouple location
D = channel diameter, m
g = local acceleration due to gravity, m/s?

Journal of Heat Transfer

n = No. of thermocouples

Q = power input, W

T = average temperature measurement for specified
thermocouple location, °C

Greek Symbols

o = surface tension, N/m
p = density, kg/m?
WV = thermal resistance, °C/W
& = peak-to-peak amplitude/noise, °C
Subscripts
AMA = average-maximum peak-peak amplitude
avg = average
crit = critical
[ = liquid
OHP = oscillating heat pipe
tc = thermocouple
v = vapor
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Recent Work on Boiling and
Condensation in Microchannels

Recent work on boiling of water and condensation of steam in single and parallel mi-
crochannels is reviewed in this paper. It is found that the amplitude and frequency of
Sfluctuations of temperature and pressure during the unstable flow-boiling mode depend
greatly on the inlet/outlet configurations and the exit vapor quality. By fabricating an
inlet restriction on each microchannel or the installation of a throttling valve upstream of
the test section, reversed flow of vapor bubbles can be suppressed resulting in a stable
Sflow-boiling mode. Boiling heat transfer coefficient and pressure drop in microchannels
under stable flow-boiling conditions are obtained. These data at high vapor qualities are
found to be substantially different from the correlations obtained for flow-boiling in
macrochannels. Microbubble emission boiling phenomena, which can defer the arrival of
critical heat flux, exist in a partially heated Pyrex glass microchannel at sufficiently high
heat flux and high inlet subcooling conditions. For condensation in a microchannel,
transition from annular flow to slug/bubbly flow is investigated. The occurrence of the
injection flow is owing to the instability of the liquid/vapor interface. The location, at
which the injection flow occurs, depends on the mass flux and the cooling rate of steam.
Increase in steam mass flux, decrease in cooling rate, and microchannel diameter tend to
enhance the instability of the condensate film on the wall, resulting in the occurrence of
injection flow further downstream at increasingly high frequency. The pressure drop
in the condensing flow increases with the increase in mass flux and quality or with
decreasing microchannel diameter. The existing correlations for pressure drop and heat
transfer of condensing flow in macrochannels overestimate the experimental data in
microchannels. [DOI: 10.1115/1.3072906]

Keywords: boiling instability, microchannels, inlet restriction, microbubble emission

boiling, condensation, injection flow

1 Introduction

Miniaturization of mechanical devices for portability and high
efficiency has been the trend of modern engineering, and the rapid
advances of microfabrication technology have accelerated such a
trend. For reliable designs of many microdevices such as micro-
heat exchangers, inkjet print heads, micropumps, and microactua-
tors [1] in which phase-change heat transfer phenomena often
occur in microchannels, it is important to know boiling and con-
densation heat transfer characteristics at microscale.

Research work on microscale phase-change heat transfer prior
to 2004 has been reviewed extensively by Kandlikar [2], Thome
[3], and Cheng et al. [1,4]. The Bond number, which is a measure
of the relative important of the surface tension to gravitational
effect, has been proposed for the classification of microchannels,
minichannels, and macrochannels for phase-change heat transfer
[1]. Because of the size effect and the predominant of surface
tension effect over the gravitational effect, it was found that boil-
ing heat transfer characteristics in microchannels differ in many
aspects from those in microchannels. For example, reversed flow
of vapor bubbles was observed in flow boiling in microchannels
[5]. Measurements showed that unstable and stable flow-boiling
modes existed in microchannels depending on heat flux and mass
flux [6]. Large-amplitude/long-period fluctuations of temperature
and pressure during flow boiling under certain heat and mass flux
conditions were recorded [7,8]. The flow-boiling instability was
attributed to upstream compressible volume and flow interaction

lCorresp(mding;,r author.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuscript received March 2, 2008; final manuscript re-
ceived August 3, 2008; published online March 4, 2009. Review conducted by Rob-
ert D. Tzou. Paper presented at the 2008 International Conference on Micro/
Nanoscale Heat Transfer (MNHT2008), Tainan, Taiwan, January 6-9, 2008.

Journal of Heat Transfer

Copyright © 2009 by ASME

in the headers of parallel microchannels, and the installation of a
valve upstream could reduce flow-boiling instability due to the
upstream compressible volume substantially [9]. A two-zone
model consisting of liquid slug and elongated bubble was used to
study evaporation characteristics of elongated bubbles in micro-
channels [10], and an annular two-phase flow model was devel-
oped to predict the saturated flow-boiling heat transfer coefficient
[11]. For condensation heat transfer in microchannels, early ex-
perimental work showed that condensation heat transfer rate in
microchannels was higher than those in macrochannels under
similar mass flux and heat flux conditions. It was observed that
mist flow existed upstream and intermittent flow downstream in
the microchannels [12]. Because the surface tension effect sup-
presses gravitational effect in microchannels, stratified flow pat-
terns do not exist in condensing flow in microchannels. The oc-
currence of injection flow during condensation in microchannels
was observed [13].

Recent work on flow boiling in microchannels centered on the
classification of stable and unstable flow-boiling regimes [14,15],
investigations of flow boiling instability [15,16] and measure-
ments of boiling heat transfer coefficient and pressure drop
[15,17,18]. The explosive expansion of vapor bubble to upstream
in the microchannels was observed [16], and the large amplitude
fluctuations of temperature and pressure in flow boiling in micro-
channels [8] could be attributed to the upstream expansion of
vapor bubbles. The fabrication of an inlet restriction in the micro-
channel was shown to be effective in reducing flow-boiling insta-
bility [15,17,18]. Flow-boiling heat transfer characteristics of wa-
ter [15,19] and refrigerants [20-23] in microchannels were
measured under stable boiling conditions. The two-zone model
was extended to the three-zone model consisting of liquid slug,
elongated bubble, and vapor slug to obtain heat transfer coeffi-
cient of elongated bubble flow [24], and comparison with experi-
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mental data was made [25]. A flow pattern map in terms of mass
flux versus vapor quality for steady bubbly flow and annular flow
in microchannels was presented [26]. The saturated critical heat
fluxes of R134a and R245fa were determined [27]. Subcooled
flow boiling and microbubble emission boiling (MEB) phenom-
ena in microchannels were investigated [28]. For condensation
heat transfer in microchannels, recent work focused on the study
of the transition from annular to slug/bubbly flow, and the occur-
rence frequency of the injection flow [29]. Pressure drop and heat
transfer coefficient of condensing steam in microchannels were
measured and were compared with existing correlations for steam
condensing in macrochannels [30,31]. Effects of cross-sectional
shape and channel diameter for steam and refrigerants condensing
in mini- or microchannels were investigated experimentally and
theoretically [32-40]. The above mentioned recent work on boil-
ing and condensation heat transfer in microchannels is the subject
of discussion in this review.

2 Recent Work on Flow Boiling in Microchannels

2.1 Unstable Flow Boiling Owing to Upstream Compress-
ible Volume

2.1.1 Classification of Stable and Unstable Flow Boiling in
Microchannels. Qu and Mudawar [9] identified two types of flow-
boiling instabilities: upstream compressible volume instability and
flow interaction instability. Wang et al. [14] found that stable and
unstable flow-boiling modes existed in microchannels, depending
on four parameters, namely, heat/mass flux ratio, inlet water sub-
cooling, channel geometry (A,,,A.), and physical properties of the
working medium. Subsequently, Wang et al. [15] found that it is
more convenient to use the exit vapor quality to classify the flow-
boiling regimes, where the exit vapor quality x, can be calculated
from

x, = (hy-h))lhg, (1)
with i being the saturated liquid enthalpy, /i, the latent heat of

evaporation, and /4, the fluid enthalpy at the exit, which can be
calculated from

qNAw
hy =y + L2
G-N-A,

where h;, is the inlet fluid enthalpy, N is the total number of
microchannels, A,, is the area of the bottom wall and side walls of
each microchannel, and A, is the cross-sectional area of each mi-
crochannel. Substituting Eq. (2) into Eq. (1) gives the exit vapor
quality:

Y= he - hf _ hin + (AW/AL‘)q/G - hf _ hin - hf + AWBO
‘ hfg hfg hfg A
where Bo=q/Ghy, is the boiling number. It is clear from Eq. (3)
that the exit vapor quality x, has included the information of the
four parameters: ¢/G (or Bo), the inlet water temperature (h;,),
the geometry of the microchannel A,,/A,, and physical properties
of the fluid Ay,

2.1.2  Effects of Inlet/Outlet Configurations on Flow-Boiling
Instability. Two types of inlet/outlet connections with the parallel
microchannels in the test section are sketched in Fig. 1. Figure
1(a) shows the vertical inlet/outlet configurations where sub-
cooled liquid was supplied by one inlet conduit perpendicular to
the microchannels, and discharged as vapor through another outlet
conduit perpendicular to the microchannels. This type of connec-
tions was used by Cheng and co-workers in their flow-boiling
experiments [7,8,14], where flow of subcooled liquid at the inlet
plenum and vapor at outlet plenums were restricted. Figure 1(b)
shows the horizontal inlet/outlet connections where the subcooled
liquid was flowing freely into the microchannels and vapor is
flowing freely out from the microchannels, which was the con-
figuration used by other investigators [9,16].

2)

3)

c
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Fig. 1 Parallel microchannels with two different types of inlet/
outlet connections [15]

Wang et al. [15] found that the magnitudes of temperature and
pressure fluctuations in the unstable flow-boiling mode depend
greatly on the configurations of the inlet/outlet connections with
the microchannels. Figure 2(a) is a flow pattern map in terms of
heat flux versus mass flux for flow boiling of water in parallel
microchannels (having trapezoidal cross sections with a hydraulic
diameter of 186 wm) with vertical inlet/outlet connections at inlet
subcooled water of 35°C [13]. It is shown that two inclined
straight lines with ¢/G=0.96 kI/kg (x,=0.036) and ¢/G
=2.14 kJ/kg (x,=0.228) dividing the stable and unstable flow-
boiling regimes. The steady bubbly/slug flow boiling existed for
q/G<0.96 kl/kg (x,<0.036), the bubbly/annular alternating
flow-boiling regime existed for 0.96 kJ/kg<q/G<2.14 kJ/kg
(0.036<x,<0.228), and the annular/mist alternating flow boiling
existed for g/ G>2.14 kJ/kg (x,>0.228). Figure 2(b) shows the
corresponding flow pattern map for flow boiling in the microchan-
nels with horizontal inlet/outlet connections having the same di-
ameter and inlet water temperature. Note that the steady bubble/
slug flow-boiling regime in Fig. 2(a) with x,<<0.036 is smaller
than that in Fig. 2(b) with x,<0.044. This suggests that instability
in parallel microchannels with horizontal inlet/outlet connections
was partially reduced compared with those with vertical inlet/
outlet connections where the flow could not exit freely because of
the vertical outlet conduit, and the vapor bubbles tend to expand
upstream because of the confinement of the wall.

Figure 3(a) shows the oscillations of wall temperatures, inlet/
outlet water temperatures, and inlet/outlet pressures in the parallel
microchannels with vertical inlet/outlet connections in the un-
stable  flow-boiling  regime at ¢=497.8 kW/m?, G
=368.9 kg/m?s, and T;,=35°C (i.e., x,=0.096) where bubbly/
annular alternating flow boiling took place. Figure 3(b) shows the
same  measurements  under  similar  conditions (q
=485.5 kW/m?s, G=364.9 kg/m?s, and T;,=35°C) in parallel
microchannels with horizontal inlet/outlet connections. A com-
parison of Figs. 3(a) and 3(b) shows that temperature and pressure
oscillations in microchannels with vertical inlet/outlet connections
were considerably larger than those in horizontal inlet/outlet con-
nections. It can be concluded that microchannels with the vertical
inlet/outlet connections are more unstable than those with hori-
zontal inlet/outlet connections because the exit of steam is more
restrictive in the former case, which limits the downstream expan-
sion of vapor bubbles. It is interesting to note that the materials
used in the inlet connection also affected the amplitude of tem-
perature and pressure oscillations. For example, a flexible inlet
tube was used by Wu and Cheng [7,8] in their early experiments
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Fig. 2 Different flow-boiling patterns in parallel

microchannels (D

=186 um) with vertical inlet/outlet connections [14] and with horizontal

inlet/outlet connections [15]

while a steel inlet tube was used in their later experiments [14,15].
Consequently, the amplitudes of temperature and pressure oscilla-
tions in the former experiments were much larger than those in the
latter experiments under similar experimental conditions because
the former had a larger upstream compressible volume.

It can be concluded from the work of Cheng and co-workers
[7,8,14,15] that the limit of exit quality for which stable flow
boiling exits depends on the experimental setup, such as the inlet/
outlet configuration and materials used and whether the fluid was
driven by a pump of a compressed gas tank. Also, it can be con-
cluded that amplitudes and periods of temperature and pressure
oscillations measured by previous investigators did not agree with
each other even under similar heat flux, and mass flux conditions
can be attributed to the following reasons: (i) different amounts of
upstream compressible volumes in different experimental setups,
and (ii) the specific time at which measurements of the amplitude
and period of oscillations were taken during the unstable flow-
boiling conditions [8].

2.2 Stable Flow Boiling in Microchannels. As shown from
Fig. 2, stable flow-boiling conditions could be achieved when
bubbly/slug flow existed at very low vapor quality (x,<0.036 for

Journal of Heat Transfer

microchannels with vertical inlet/outlet connections and x,
<0.044 for horizontal inlet/outlet connections). To extend the
stable flow-boiling regimes in microchannels, methods to increase
the stiffness of the upstream volume of the experimental setup
must be used. These methods include the fabrication of inlet re-
strictions on the microchannels [15,17,18] or the installation of
throttling/flow-regulating valves upstream of the test section
[9,19-23,26,27].

2.2.1 Stable Boiling Flow Patterns. To investigate the stable
flow-boiling characteristics at high vapor qualities, Wang et al.
[15] fabricated inlet restrictions on each microchannel having a
diameter of 186 um to delay flow-boiling instability occurring in
microchannels. Figure 4(a) shows that inlet restrictions were fab-
ricated on each of the microchannel with horizontal inlet/outlet
connections, while Fig. 4(b) shows the detailed dimensions of the
cross section of the inlet restriction. Because the inlet restriction
on each of the microchannels could prevent vapor bubbles from
expanding upstream, reversed flow of vapor was suppressed in
these microchannels.

As shown in Figs. 5(a) and 5(b), temperature and pressure
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Fig. 3 Measurements of inlet/outlet water and wall temperatures and inlet/outlet pressures in parallel microchannels (D,
=186 um) in bubby/annular alternating flow-boiling regime: (a) horizontal inlet/outlet connections with g=485.5 kW/m?,
G=364.9 kg/m? s, and T;,=35°C (x,=0.096); (b) vertical inlet/outlet connection with q=497.8 kW/m?, G=368.9 kg/m?s,

and T;,=35°C (x,=0.099) [15]

variations in the microchannels with inlet restriction were constant
with time when the exit vapor quality was as high as x,=0.359 (at
g=364.7 kW/m?, G=124 kg/m?s, and T;,=35°C). Thus, stable
flow-boiling condition existed at such a high exit vapor quality.
Figure 5(c) are the photos showing the steady flow-boiling flow
patterns at four different locations in the parallel microchannels. It

IERRRER
ERERERE

D
&

Fig. 4 Microchannels with inlet restrictions [15]

043211-4 / Vol. 131, APRIL 2009

can be seen that isolated bubbles detached near the entrance and
moved downstream. As a result of bubble coalescence, vapor
plugs were formed further downstream. Annular flow was formed
near the outlet with water droplets appearing at the bottom side of
the top Pyrex cover. It appears from Fig. 5(c) that the nucleation
mechanism usually dominates near the onset of boiling at up-
stream of the microchannels while film vaporization (i.e., convec-
tive boiling) becomes predominant in the Taylor bubble and an-
nular flow at downstream.

Revellin and Thome [26] installed a valve between upstream
reservoir and the test section to delay flow oscillations in their
flow-boiling experiments. Figure 6 shows a flow pattern map for
stable flow boiling of R134a in the microchannels with D,
=0.5 mm, L=70 mm, at g=50 kW/m? in terms of mass velocity
versus vapor quality (up to x=0.8). In this figure, isolated bubbly
flow, bubbly-slug, slug, slug-semi-annular, semi-annular, annular,
and dryout regimes are shown.

2.2.2  Pressure Drop in Stable Flow Boiling. Pressure drop
data of water under stable flow-boiling condition in the heated
microchannels having D, =186 um with inlet restriction were ob-
tained by Wang et al. [15] and the data are presented in Fig. 7 for
the exit vapor quality up to 0.4. In the same figure, the data are
compared with Mishima and Hibiki’s correlation [41] for adia-
batic two-phase pressure drop in minitubes with diameters ranging
from 1 mm to 4 mm. It can be seen that the average values
calculated from the existing correlation predicted the general trend
of pressure drop, but underpredicted the pressure drop data at high
vapor quality (x,>>0.1). The reasons may be attributed to different
flow patterns in microchannels and mini-/macrochannels owing to
the following reasons: (i) surface tension effect is more predomi-

Transactions of the ASME



140
—&—Tin
——Tw1
120 m —a—Tw2
—v—Tw3
- e | & Tw4
) 100 —<4—Tw5
Z —»— Tout
ol
S 80+
o
o
o
£ 60
5]
'—
40-
20 T T T T T T 1
0 10 20 30 40 50 60 70
(a) Time (s)
(0) (1) Isolated bubbles (ii) Bubble coalescence

Pressuren(bar)
3
1

1.08
1.06
1.04
1.02 .I T T T T T T J
0 10 20 30 40 50 60 70
(b) Time (s)
(ii1) Elongated bubble (iv) Annular flow
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T,,=35°C (x,=0.359) [15]

nant than gravitational effect in microchannels, (i) smooth surface
conditions of silicon microchannel compared with the relatively
rough surface condition of metal tubes, and (iii) the corner effect
of the trapezoidal cross section of the silicon microchannels com-
pared with the round tubes. As shown in Fig. 5(c), the coalesced
bubbles in the microchannel were confined, elongated and finally
formed annular flow downstream. On the other hand, many
bubbles grew and flowed freely along the mini-/macrochannel
without restriction. Also, confined bubbles formed at high vapor
quality, blocking the free flow of vapor bubbles in microchannels.
Thus, the greater pressure drop in microchannels is due to the
additional friction related to the elongated bubbles, as well as due
to local dryout.

2.2.3 Heat Transfer in Stable Flow Boiling

2.2.3.1 Boiling Heat Transfer Coefficient of Water. Boiling
heat transfer coefficient of water for a vapor quality up to x,
<0.28 was measured by Sobierska et al. [19] using a copper-
based minichannel having a rectangular cross section with a hy-
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Fig. 6 Flow pattern map for stable flow boiling of R134a in
microchannel (D,=509 um) at different mass fluxes [26]
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draulic diameter of 480 um and with a valve installed upstream
of the test section. Figure 8 presents the local boiling heat transfer
coefficient of water versus vapor quality at a mass flux of
200 kg/m? s for different heat fluxes. The bubbly flow, slug flow
(confined bubble), and annular flow regimes are divided by two
inclined straight lines. It is seen that the subcooled liquid began at
a negative vapor quality at inlet and the local boiling heat transfer
coefficient increased as the vapor quality increased in down-
stream. The local boiling heat transfer coefficient reached a maxi-
mum value at low vapor quality (x<<0.05) where slug flow (con-
fined bubble) existed. The boiling heat transfer coefficient in this
regime depended greatly on heat flux. With increasing vapor qual-
ity downstream, the local boiling heat transfer coefficient de-
creased continuously. The decrease in the boiling heat transfer
coefficient is small in the annular flow regime (x>0.1) and be-
comes relatively independent of heat flux at high vapor quality.
Figure 9 shows the data for boiling heat transfer coefficient of
water in silicon microchannels with D,=186 um obtained by
Wang et al. [15]. It can be seen from the data that the local boiling
heat transfer coefficient reached a peak value at low vapor quality
(x,<0.05) and then decreased with the increase in vapor quality.
At low vapor quality of x,<<0.1, the heat transfer coefficient de-
pended greatly on heat flux suggesting nucleate boiling mecha-
nism controlled. In the annular flow regime (x,>0.1), the boiling
heat transfer coefficient is relatively independent of heat flux and
vapor quality. The solid lines are the boiling heat transfer coeffi-
cient predicted from Kandlikar correlation [42], which was based
on over 10,000 data points for flow boiling in mini-/macrotubes
having diameters ranging from 3 mm to 25 mm. It is shown that
although the Kandlikar correlation predicted the general trend of
the boiling heat transfer coefficient data in the microchannels, it
overpredicted the data in high flux and high vapor quality re-
gimes. It is interested to note that the peak in heat transfer coef-
ficient data occurred at low vapor quality between 0 and 0.2 in
microchannels as compared with that at high vapor quality be-
tween 0.7 and 0.9 in large channels [43]. This difference in heat
transfer behavior results from the confinement effect on bubbles in
microchannels. Confined bubbles in microchannels grow in length
rather than in diameter and form elongated slug flow. The elon-
gated slug could suppress bubble nucleation at low vapor quality
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Fig. 7 Pressure drop data for steady flow boiling of water in microchannels
(D,=186 um) and its comparison with Mishima and Hibiki correlation for
flow boiling in mini/microchannels at different heat fluxes [15]

and caused local dryout at high vapor quality, both of which de-
crease the boiling heat transfer coefficient in the microchannel.

2.2.3.2 Boiling Heat Transfer Coefficient of Refrigerants.
Agostini et al. [20,21] investigated the flow-boiling characteristics
of R236fa and R245fa in a silicon-based multimicrochannels heat
sink with D;,=336 um with a valve upstream of the test section.
They also found that the heat transfer coefficient versus vapor
quality reached a maximum heat flux in low vapor quality region
(0<x,<0.2) and then decreased with further increase in heat
flux. The influence of mass flux on the boiling heat transfer coef-
ficient was more pronounced for R245fa than that for R236fa,
especially at very high heat flux conditions.

Harirchian and Garimella [22] performed an experiment to in-
vestigate the effect of microchannel size on flow-boiling heat
transfer coefficient of FC-77. Seven different sets of silicon par-
allel micro- and minichannels of rectangular cross sections with
width ranging from 100 um to 5850 wm at a fixed depth of
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Fig. 8 Local boiling heat transfer coefficient of water in micro-
channel (D,=480 um) at mass flux of 200 kg/m? s [19]
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400 um (i.e., D;,=160-749 um) were used in their experiments
and a throttling valve was placed upstream of the test section. The
length of the microchannels was 12.7 mm, which was much
shorter than other channel lengths ranging from 30 mm to 330
mm [14,15,19-21,26,27]. Figure 10(a) shows the effects of micro-
channel width on boiling curves of FC-77 at a constant mass flux
of 700 kg/m? s. It can be seen that nucleation started earlier in a
smaller microchannel. Figure 10(b) shows the influence of the
microchannel width on the boiling heat transfer coefficient at the
same mass flux of 700 kg/m? s. At this mass flux and at a heat
flux ¢ <150 kW/m?, the heat transfer coefficient of the smallest
microchannel (with 100 wm width) was higher than larger micro-
channels. This is because of lower wall superheat that is required
for nucleation in the 100 wm wide microchannels, as shown in
Fig. 10(a), leading to an early arrival of confined bubble flow in
the smallest microchannel. This led to higher boiling heat transfer
coefficients of the 100 um wide microchannel at low heat fluxes.

—a— Exp. data (471.59 KW/m*)
40 - —e— Exp. data (364.68 kW/m®)
—4— Exp. data (292.22 kW/m")
—w— Exp. data (224.56 kW/m")
Kandlikar correlation (471.59 kW/m’)
Kandlikar correlation (364.68 kW/mZ)
Kandlikar correlation (292.22 kW/m®)
Kandlikar correlation (224.56 kW/m”)

2
h,.. (KW/m'K)

Fig. 9 Comparison of boiling heat transfer coefficient data of
water in microchannels (D,=186 um) with Kandlikar correla-
tion at different heat fluxes [15]
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Because the microchannels used in Harirchian and Garimella’s
experiment [22] was short, the confined bubble might appear to be
an annular flow in their experiment.

Bertsch et al. [23] investigated flow boiling of R134a in a cop-
per plate evaporator having multiminichannels (with D,
=1090 pm) using a regulator valve to adjust flow rate in up-
stream. Figure 11(a) shows the effect of mass flux on the local
boiling heat transfer coefficient of HFC-134a versus the vapor
quality at a fixed saturation pressure of 550 kPa. It can be seen
that the heat transfer coefficient increased with increasing mass
flux and reached a maximum heat transfer coefficient at a low
vapor quality of 0.2, which is in agreement with the general trend
of flow boiling of water in minichannels [15,19]. Figure 11(b)
shows the effect of saturation pressure (ranging from 400 kPa to
750 kPa) on the local heat transfer coefficient at a constant mass
flux of G=40.5 kg/m?s. It is seen that the effect of saturation
pressure on heat transfer coefficient is negligibly small in the
range of saturation pressure under consideration.
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a minichannel with D,=1090 um [23]

Journal of Heat Transfer

2.2.3.3 Model of Evaporation of Elongated Bubble Flow. Th-
ome et al. [24] extended their two-zone (liquid slug/elongated
bubble) model to a three-zone (liquid slug/elongated bubble/vapor
slug) model without bubble coalesce to study the evaporation of
elongated bubbles in microchannels, which is sketched in Fig.
12(a). The model was used to calculate the heat transfer coeffi-
cient in this flow-boiling pattern during the cyclic passage of lig-
uid slug, elongated bubble, and vapor slug, assuming that the
bubble frequency, the minimum liquid film thickness at dryout,
and the liquid film formation thickness were known a priori. The
temporal variations in the heat transfer coefficient in the three
zones during a cycle are presented in Fig. 12(b). Based on Fig.
12(b), the local time-average heat transfer coefficient in a cycle
could be computed. Compared with 1591 data points taken from
seven independent studies, Dupont et al. [25] found that this new
model predicted 67% of the database within +=30%. The model
also successfully predicted the trend of the heat transfer data (e.g.,
the peak of boiling heat transfer coefficient occurs at low vapor
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Boiling heat transfer coefficient of R134a versus vapor quality at different mass fluxes and saturation pressures in
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Fig. 12 Three-zone model for elongated bubble flow and cyclic variation in

boiling heat transfer coefficient [24]

quality). Figure 13 depicts the comparison of this model with
experimental data of R134a provided by Agostini [44], where the
model results based on global parameters (solid line) and opti-
mum parameters (dotted lines) are also presented. The global pa-
rameters referred to the three key parameters (bubble frequency,
minimum liquid film thickness at dryout, and liquid film forma-
tion thickness), which were calculated from three empirical equa-
tions, while optimum parameters referred to the three key param-
eters, which were obtained using least-squares fit with specific
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Fig. 13 Comparison of three-zone model with Agostini’s flow-
boiling data of R134a in a 0.77 mm tube [25]
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experimental data. Therefore, the three optimum parameters in
one experiment were different from the other. For this reason, it
can be seen that the model results based on optimum parameters
are in good agreement with experimental data. Although the
model predictions based on global parameters show large differ-
ences from experimental data, the model was capable to predict
the trend of the data correctly.

2.2.3.4 Saturated Critical Heat Flux. Wojtan et al. [27] per-
formed a series of tests to determine the effects of mass flux,
heated length, and inlet subcooling on saturated critical heat flux
(CHF) of R134a and R245fa in single stainless steel microtubes of
0.5 mm and 0.8 mm in diameter, which were uniformly heated.
Figure 14 shows the determination of CHF of R134a at G
=1000 kg/m?s, Ty=30°C in a microtube having D;,=0.5 mm
and L,=70 mm. It can be seen that the heat flux increased almost
linearly with wall temperature until it reached a maximum heat
flux at g=163 kW/m?, which is the critical heat flux of R134a at
G=1000 kg/m?s. The effects of mass velocity and heated length
on saturated CHF in two microchannels with different hydraulic
diameters are presented in Figs. 15(a) and 15(b), respectively. It is
shown that CHF is higher in a microchannel with a larger hydrau-
lic diameter. For a microchannel with a specific diameter, the CHF
increases with the mass velocity (Fig. 15(a)) but decreases with
the heated length (Fig. 15(b)). The saturated critical heat flux data
of R134a and R245fa can be correlated as

p 0.073 L -0.72
o= 0.437( —”) We‘0'24< Bh> Ghy,
PL

)

where We=G?L,/(p,0) is the liquid Weber number with L, being
the heated length of the channel.
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Fig. 14 Determination of saturated CHF of R134a at G
=1000 kg/m?s, T,,;=30°C, in a microtube having D=0.5 mm,
L,=70 mm [27]
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2.2.4 Subcooled Flow Boiling and Microbubble Emission
Boiling Phenomena. In 1981, Inada et al. [45] discovered the
MEB phenomena in pool boiling using a heated vertical copper
cylinder of 10 mm in diameter submerged in water at 30 K. Since
that time, many authors have investigated microbubble emission
pool boiling [46] and flow boiling in minichannels [47,48]. Most
recently, Wang and Cheng [28] investigated subcooled flow boil-
ing in a partially heated microchannel with D;,=155 um. Figure
16(a) is a sketch of a microchannel integrated with a microheater
used in their experiment. The microheater, 200 um in width and
2000 um in length, was located between 6.5 mm and 8.5 mm
from the entrance at the bottom Pyrex glass wall of the micro-
channel having 280 um in width and 15 mm in length. Figure
16(b) is a photo showing the serpentine Pt microheater used in the
experiment. As shown from this figure, the Pt wire occupied an
area of 0.28 mm?, covering approximately 70% of the Pyrex
glass area.

Figure 17 shows the effects of mass fluxes (G
=294.6 kg/m” s, 589.2 kg/m? s, and 883.8 kg/m? s) on boiling
curves (in terms of heat flux versus temperature) with 7;,=20°C.
It is shown that (i) at high degree of subcooling of 80°C, MEB
occurred at mass fluxes from 294.6 kg/m? s to 883.8 kg/m” s at
sufficiently high heat flux; (ii) a higher heat flux was required to
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Fig. 15 Effects of mass flux and heated length on saturated
CHF of R134a in two microtubes of 0.5 mm and 0.8 mm in di-
ameters [27]

Journal of Heat Transfer
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Fig. 17 Effects of mass flux on subcooled flow boiling of wa-
ter in a single microchannel (D,=155 um) with T;,=20°C [28]
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Fig. 18 Photos of bubble behavior in a single microchannel
(Dp=155 pum) in fully developed MEB of water at g
=6.21 MW/m?, G=294.6 kg/m? s, and T;,=20°C [28]

initiate the onset of microbubble emission boiling (OMEB) at
higher mass flux; (iii) the superheat of the microheater in OMEB
was larger at a higher mass flux; (iv) the mass flux had little
effects on the boiling curves in the fully developed MEB regime;
and (v) the maximum heat flux without burnout increased as the
mass flux increased. For example, the maximum heat flux was
7.3 MW/m? at G=294.6 kg/m” s, while a heat flux as high as
1441 MW/m?> at G=883.8 kg/m’>s was observed without
reaching the critical heat flux. Figure 18 are the photos showing
fully developed MEB occurred on the microheater at g
=6.21 MW/m? with G=294.6 kg/m?s and T;,=20°C. It can be
seen that three bubbles formed into a large bubble as a result of
coalesce in 0.0682 ms on the microheater. Due to the condensa-
tion and instability of bubble interface between vapor and sub-
cooled water, many micobubbles were emitted during the collapse
of the bubble.

3 Recent Work on Condensation in Microchannels

Early work by Wu and Cheng [13] found that mist flow, annular
flow, injection flow, and slug/plug flow (confined bubbles) and
bubbly flow (isolated bubbles) existed in condensing flow of
steam in microchannels. Recently, Quan et al. [29-31] conducted
a series of experiments on condensation of steam in microchan-
nels (60 mm long and trapezoidal cross sections) to study flow
patterns, pressure drop, and heat transfer in microchannels. A
heater was added in the experimental loop before the inlet of the
microchannel to ensure that no water droplet was formed and
entered into the microchannel periodically, causing temperature
fluctuations as in the previous condensation experiment by Wu
and Cheng [13]. Parallel microchannels were used in order to
reduce the errors of estimating condensation heat transfer to the
fluid, while single channel was used for the determination of the
occurrence frequency of injection flow to avoid flow interaction
from neighboring channels.

The fluid flow and heat transfer characteristics in condensation
in microchannels depend on the mass flux G and the condensation
heat transfer Q, and the latter can be expressed in dimensionless
form in terms of the condensation number, Co, which is defined as

myhyy  GAhy,

where m,, is the mass flow rate of steam, hy, is the latent heat of
vapor, and A is the cross-sectional area of the microchannel. Thus,
Co is a measure of effectiveness of condensation process: The
higher is the Co, the larger is the cooling rate. If steam is com-
pletely condensed at the exit, Q can be calculated from

Q = mv(hvi - hvo) (6a)

where h,; and h,, are the inlet enthalpy of steam and the outlet
enthalpy of condensate, respectively. If the stream is not com-
pletely condensed at the exit, then the following expression can be
used to calculate Q:

Co (5)
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Q = mccp(Tco - Tcin) + Qenv (6b)
where Q.,, is heat transfer to the environment, m, is the mass flow
rate of cooling water, ¢, is the specific heat of cooling water, and
(Too-Tgn) is the temperature difference of the inlet and outlet of

cooling water.

3.1 Condensation Flow Regimes. Wang et al. [49] studied
experimentally the flow regimes for condensation of R134a in
parallel aluminum minichannels of 1.46 mm hydraulic diameter.
Figure 19(a) is their experimental results showing the mist flow,
annular flow, and wavy/slug flow in condensation flow in micro-
channels, which is similar in trend to the boiling flow pattern map
of R134a in a microchannel, as shown in Fig. 6. The data obtained
by Quan and Cheng [31] for transition from annular to slug/
bubbly flow for steam condensing in parallel microchannels hav-
ing a hydraulic diameter of 151 um are also presented in Fig.
19(b). Tt can be seen that the quality (x) at the transition point is
higher at the lower value of mass flux (G), meaning that the size
of intermittent regime increases with the decrease in mass flux (G)
in a given microchannel. The dashed line in the figure represents
the correlation given by Garimella et al. [50] for transition from
annular to slug/bubbly flow in condensation of R134a in mini-
tubes with 0.424< D, <0.839 mm, and 150<G <750 kg/m?s
which is given by

a
G+b

xX=

™)

where a=69.5763+22.595 exp(0.2586D,,)
+176.8137 exp(0.3826D),).

It is rather surprising to see that the data obtained by Quan and
Cheng [31] for condensation of steam in a trapezoidal microchan-
nel is in excellent agreement with the extrapolated values pre-
dicted from Eq. (7) obtained by Garimella et al. [50] in minutes
for condensation of R134a for mass flux greater than 50 kg/m? s.

and b=-59.9899

3.1.1 Location of Transition From Annular to Plug/Slug Flow.
The location at which transition between annular and slug flows
took place in condensation of steam in parallel mirochannels hav-
ing 136 wm in diameter was investigated [29]. Figure 20 shows
the effects of mass flux of steam on the variation in the dimen-
sionless distance Z/L (with L being the length of the microchan-
nel and Z the location at which injection flow occurred) as a
function of the condensation number, Co. Note that Z/L=0 means
that the injection flow occurred at the entrance (Z=0), and the
microchannel was fully occupied by plug/slug flow and single-
phase liquid. On the other hand, Z/L=1 means that the injection
flow occurred at the end of the microchannel (Z=L), i.e., the
microchannel was fully occupied by the annular flow. It can be
seen from Fig. 20 that (i) at a constant Co, Z/L increases with the
increase in G, meaning that the annular flow regime in microchan-
nels is expanded and the slug/bubbly flow regime shrank as the
value of G is increased; (ii) at a constant G, Z/L increases with
the decrease in the condensation number, meaning that injection
flow occurs further downstream, and the annular flow regime is
expanded.

3.1.2  Occurrence Frequency of Injection Flow. A single mi-
crochannel having D, =128 um was used to determine the occur-
rence frequency of injection flow. Figure 21 depicts the effects of
mass flux and cooling rate of steam on the occurrence frequency
of the injection flow in the microchannel. It is shown that the
occurrence frequency of the injection flow increases as the steam
mass flux is increased. This is because higher mass flux induced
instability, leading to a higher occurrence frequency of the injec-
tion flow. At a given mass flux of steam, higher cooling rate leads
to lower occurrence frequency because interfacial condensation
tends to reduce the interface instability [51].
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Fig. 19 Condensation flow regimes in minichannels [49] and microchannels [31]

3.2 Pressure Drop in Condensation Flow. Cavallini et al.
[40] measured the condensation two-phase pressure gradient of
R134a and R410A inside a multiport minichannel with a hydraulic
diameter of 1.4 mm. It was found that several models available in
the literature for pressure drop such as Friedel correlation [53]
could predict the experimental data of R134a fairly well. How-
ever, these correlations tend to overestimate the pressure drop data
of R410A. Shin et al. [52] obtained the pressure drop measure-

Two-phase Si_ngle phase

0.8
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Fig. 20 Effects of mass flux of steam on location of injection

flow Z/L versus Co in parallel microchannels of 136 um in di-
ameter [29]

Journal of Heat Transfer

ments for condensation flow of R134a in a microchannel having a
hydraulic diameter of 691 um. They found that at low mass flux
(G<200 kg/m?s), the pressure drop in condensation flow in a
microchannel is lower than that predicted by Friedel’s correlation
[53] for macrotubes. At higher mass fluxes (G>200 kg/m? s),
however, the pressure drop in condensation flow in a microchan-
nel can be predicted well by Friedel’s correlation. The above two
studies show that applicability of Friedel’s correlation for two-
phase pressure drop in microchannels depended on the type of
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Fig. 21 Effects of steam mass fluxes on occurrence frequency

of injection flow at different Co numbers in a single microchan-
nel of 128 um in diameter [29]
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Fig. 22 Two-phase pressure drops in condensation of steam
in two set of parallel microchannels of 109 um and 151 um in
diameters [30]

working fluid [40] and the magnitude of mass flux [52]. Thus, in
order to predict condensation pressure drop in microchannel well,
several parameters such as the channel diameter, mass flux, and
properties of working fluids should be included in the correlation
equation. For this reason, Hwang and Kim [32] modified the
Matinelli-Chisholm constant C by including confinement number
(Neon) and the Reynolds number (Re) to account for the effects of
surface tension and mass flux to correlate pressure drop data for
condensation of R134a in microtubes. A flow-regime-based pres-
sure drop model was developed by Nino et al. [33]. For the inter-
mittent flow, an alternative method using average kinetic energy
of two-phase mixtures was presented based on the homogenous
flow model. For the annular flow regime, the two-phase multiplier
was proposed as a function of the Lockhart—Martinelli parameter,
the Weber number, and the liquid to vapor density ratio. It is noted
that the above pressure drop correlation for two-phase flow cannot
be reduced to single phase at limiting vapor qualities of 0 and 1,
respectively.

Recently, Quan et al. [30] carried out an experiment on two-
phase pressure drop of steam condensing inside smooth trapezoi-
dal silicon microchannels with D,=109, 142, 151, 259 um,
respectively. The condensation pressure drop data of steam in two
set of parallel microchannels with D;,=109 and 151 um are pre-
sented in Fig. 22, which shows that the pressure drop is smaller
for the microchannel with a larger diameter. Friedel’s correlation
[53] for adiabatic two-phase pressure drops computed for D,
=109 and 151 wum are plotted as dashed lines and a dotted line
in the same graph for comparison purposes. It is shown that
Friedel’s correlation for two-phase flow in macrochannels overes-
timates the condensation pressure drop in the microchannels. The
two-phase frictional multiplier Cbi versus the Martinelli parameter
X (the pressure drop ratio of the liquid phase to vapor phase),
determined from their experimental data, is presented in Fig. 23,
which shows that frictional multiplier is smaller in a microchannel
with smaller diameter. The values of the two-phase frictional mul-
tiplier predicted by the Lockhart-Martinelli correlation with C
=5 (the smallest value of C for macrochannels) are plotted as
dotted lines in Fig. 23. It is shown that the values of CD% computed
based on the pressure drop data in microchannels are below the
baseline of C=5. The pressure drop data in the microchannels
were used to correlate the modified Matinelli-Chisholm constant
C to give C=0.168 Bo%2%5 R}37 Su=0%41 where Bo is the Bond
number; Re;, is the Reynolds number based on the liquid only,
and Su=,u(2,/(pgDha') is the Suratman number.
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3.3 Heat Transfer in Condensation Flow. Recently, a great
deal of theoretical [34,35,54] and experimental work [36-38] has
been devoted to study the effects of cross-sectional shape on con-
densation heat transfer in microchannels. Wang and Rose [34]
developed an analytical solution for annular condensation in mi-
crochannels of square and triangular cross sections, taking into
account of surface tension, shear force and gravity in the conden-
sation process. Their numerical results showed that surface ten-
sion effect is important at upstream, whereas it is relatively unim-
portant downstream because the channel is flooded there [34]. The
heat transfer enhancement in the upstream of the microchannels is
explained by the surface-tension-generated transverse pressure
gradient in the condensate film. The effects of cross-sectional
shape on the local heat transfer coefficients is analyzed for con-
densation of R134a at G=500 kg/m?s in minichannels having
different cross-sectional shapes [35]. The numerical results
showed that the film along the sides of the noncircular channel
becomes thinner compared with those in a circular channel due to
the condensate flowing toward the corners. Figure 24 shows the
effects of cross-sectional shapes of the microchannels on the
variation in circumferential mean condensation heat transfer coef-
ficients along the distance in microchannels [35]. It is shown that
the circumferential mean condensation heat transfer coefficients
of noncircular channels are higher than those of the circular chan-
nels at the upstream of the channels because of the thinning of the
liquid film. This also leads to an increased condensate loading
along the noncircular channels, meaning that the liquid film is
thicker along the wall of noncircular minichannel than that of the
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Fig. 24 Variation in mean heat transfer coefficients along the
microchannels with different cross-sectional geometry [35]
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Fig. 25 Heat transfer coefficient for annular flow of steam con-
densing in single microchannel of 173 um in diameter [31]

circular minichannel downstream. For this reason, the annular
condensation heat transfer coefficient of a noncircular minichan-
nel is lower than that of a circular minichannel at the same loca-
tion downstream. This suggests that length-averaged condensation
heat transfer coefficient of a noncircular microchannel may be
higher or lower than that of a circular microchannel with the same
hydraulic diameter, depending not only on mass flux but also on
the length of the microchannel.

Shin and Kim [36] performed an experiment to investigate ef-
fects of cross-sectional shape on the average heat transfer coeffi-
cient of condensing flow of R134a in multiport extruded alumi-
num minichannels, having a diameter of less than 1 mm with an
effective length of 171 mm. They found that heat transfer coeffi-
cients had a greater dependency on mass flux and quality in the
circular microchannels than those in rectangular microchannels.
Their experimental data also show that the average-over-length
condensation heat transfer coefficient in a rectangular microchan-
nel is higher than that in a circular microchannel (having the same
hydraulic diameter) at low mass flux, but the reverse was true at
higher mass flux. However, no satisfactory reasons were given to
explain these trends.

Bandhauer et al. [37] measured the condensation heat transfer
coefficients of R134a in circular microchannels by developing a
novel thermal amplification technique. They noted that the avail-
able shear-driven models led to poor predictions because of the
inadequate calculation of shear stresses using pressure drop mod-
els that were not applicable to microchannels. A heat transfer
model for annular flow was developed based on the boundary
layer analyses, using the pressure drop correlation for microchan-
nels to calculate the shear force. They pointed out that the heat
transfer model based on annular flow mechanism appears to be
applicable to the mist and mist-annular overlap regions in the high
mass flux and high quality case. Subsequently, Agarwal et al. [38]
measured the condensation of refrigerant R134a in six horizontal
noncircular microchannels (0.424<D;,<0.839 mm) of different
shapes in the mass flux range of 150<G <750 kg/m?s. They
found that the modified version of the above annular flow heat
transfer model for circular microchannels was also suitable for
noncircular microchannels, with the corresponding shear stress
obtained from the noncircular microchannel pressure drop model.
The heat transfer coefficients were found to be highest for the
rectangular channel, followed by the square and circular channels
(having the same cross-sectional area).

Quan and Cheng [31] measured the condensation heat transfer
coefficient of steam in a single microchannel of 173 um in diam-
eter with integrated Pt temperature sensors fabricated on the bot-
tom wall. Figure 25 is a comparison of their heat transfer coeffi-
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cient data for annular condensation flow in microchannels with
existing correlations for condensation in macro- and minichannels
[49,55-58]. The data show that the condensation heat transfer
coefficient in microchannels increases with the vapor quality,
which is in agreement with the existing correlations. It can be seen
that the two-phase multiplier approaches for predicting condensa-
tion heat transfer of annular flow given by Moser et al. [55], Shah
[57] for macrochannels, and Koyama et al. [56] and Wang et al.
[49] for minichannels overestimate the heat transfer coefficient
data in microchannels. This is because the existing condensation
heat transfer correlations used condensation pressure drop corre-
lations for macrochannels, which overestimate the condensation
pressure drop data in microchannels. On the other hand, the cor-
relation by Akers et al. [58], based on the homogenous model,
underestimates the condensation heat transfer coefficient in micro-
channels probably because the value of viscosity computed from
their viscosity model was too high, leading to a low value of
“equivalent Reynolds number.” The solid line in Fig. 25 repre-
sents the analytical solution obtained by Quan and Cheng [31] for
condensation heat transfer versus vapor quality in microchannels.
This analytical solution was based on the boundary layer approach
and using the pressure drop [30] and void fraction correlations
[39] for microchannel flows. It is shown that the analytical solu-
tion is in satisfactory agreement with the experimental data. This
analytical solution indirectly accounts for surface tension through
the pressure drop correlation for the shear stress calculation to
yield accurate heat transfer predictions for the annular condensing
flow in microchannels.

4 Concluding Remarks

Recent work on boiling and condensation heat transfer in mi-
crochannels since 2004 has been reviewed in this paper. The fol-
lowing conclusions can be drawn from the recent work.

For flow boiling in microchannels:

1. Upstream compressible volume has been identified as the
sources of flow-boiling instability in microchannels. The
amount of upstream compressible volume depends on the
experimental setup (such as the configuration/materials used
for inlet/outlet connections and the apparatus for driving the
fluid such as a pump or a pressurized tank). However, it is
not clear how to quantify the amount of upstream compress-
ible volume for an experimental setup.

2. Stable flow boiling exists at low exit vapor quality of the
microchannels where bubbly and bubbly/slug flows exist.
The fabrication of inlet restriction or the installation of throt-
tling valves at upstream of the test section can suppress
flow-boiling instability so that stable flow-boiling conditions
can be achieved at high exit vapor quality.

3. Nucleate boiling predominates near the outset of nucleation
at upstream of the microchannels while annular two-phase
flow prevails at downstream.

4. The local boiling heat transfer coefficient peaks in the bub-
bly flow regimes at low vapor quality in microchannels,
whereas the local boiling heat transfer peaks at high vapor
quality in macrochannels. This is because confined bubble
occurs earlier in flow boiling in channels with a smaller
diameter.

5. Existing correlations of local boiling heat transfer coefficient
in minichannels overestimate local boiling heat transfer co-
efficient in microchannels because of suppression of bubble
nucleation by elongated bubbles at low vapor quality and
local dryout phenomenon at high vapor quality.

6. MEB occurs in partially heated microchannels at sufficiently
high heat flux and high inlet subcooling conditions. The oc-
currence of MEB carries away a large amount of heat and
delays the appearance of the critical heat flux.
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For flow condensation in microchannels:

1. Injection flow is a transition from annular flow to slug/
bubbly flow in condensation flow in microchannels, owing
to liquid/vapor interface instability.

2. The location at which injection flow occurs depending on
the mass flux of steam, the condensation heat flux, and the
vapor quality.

3. The annular flow regime in microchannel will be expanded
and slug/bubbly flow regime will be shrunk with decreasing
condensation heat flux or increasing mass flux.

4. The occurrence frequency of the injection flow increases
with the increase in mass flux, the decrease in condensation
heat flux, or the decrease in microchannel diameter.

5. Correlations for pressure drop and heat transfer coefficient
of condensation flow in macro- and minichannels overesti-
mate the pressure drop and heat transfer of condensation
flow in microchannels.

6. Theoretical investigations on flow condensation in micro-
channels confirm that surface tension effects are more im-
portant at upstream of the microchannels in which annular
flow pattern prevails, and the surface tension effect is less
important downstream where the microchannel is flooded
and isolated bubbles appear. The heat transfer coefficient of
annular condensation flow in a noncircular microchannel is
higher than that of a circular microchannel with the same
hydraulic diameter because of the thinning of the liquid film
owing to the surface tension effect.
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Nomenclature
A = total cross section area of channel (m?)
A. = cross-sectional flow area of each microchannel
(m?)
A,, = area of microchannel bottom wall and side
walls of each channel (m?)
Bo = boiling number
C = Matinelli-Chisholm constant
condensation number
D, = hydraulic diameter (m)
= frequency
= mass flux (kg/m?s)
= gap between bottom and top of channel (m)
h, = exit fluid enthalpy (J/kg)

hi, = inlet fluid enthalpy (J/kg)
hy = saturated liquid enthalpy (J/kg)
hy, = latent heat of evaporation (J/kg)
L = total length of channel (m)
m = mass flow rate (kg/m)
N = total number of microchannels
Neons = confinement number

O = heat transfer rate (W)

= heat flux (W/m?)
critical heat flux (W/m?)
AP = pressure drop (bar)

Re = Reynolds number
Su = Suratman number
t = time (s)

T = temperature (°C)

W, = bottom width of channel (m)
We = Weber number

W, = top width of channel (m)
W,/H = aspect ratio
Xx = vapor quality
X, = vapor quality near exit
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7 =

Greek Symbols
p = density (kg/m?)
@ = viscosity (N s/m?)
o = surface tension (N/m)
¢12‘ = two-phase frictional multiplier

transition location

Subscripts
b = bottom of microchannel substrate
¢ = cooling water
e = expansion
h = heating
in = inlet
[ = liquid
out = outlet
w = wall
v = vapor
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We numerically solve the Navier—Stokes equations to study the
rarefied gas flow in short micro- and nanoscale channels. The
inlet boundary conditions play a critical role in the structure of
flow in short channels. Contrary to the classical inlet boundary
conditions, which apply uniform velocity and temperature profiles
right at the real channel inlet, we apply the same inlet boundary
conditions, but at a fictitious position far upstream of the real
channel inlet. A constant wall temperature incorporated with suit-
able temperature jump is applied at the channel walls. Our solu-
tions for both the classical and extended inlet boundary condi-
tions are compared with the results of other available Navier—
Stokes and lattice Boltzmann solvers. It is shown that the current
extended inlet boundary conditions can effectively improve the
thermofluid flow solutions in short micro- and nanoscale
channels. [DOI: 10.1115/1.3072908]

Keywords: microscale flow, nanoscale flow, inlet boundary
conditions, slip velocity, temperature jump, heat transfer

1 Introduction

Demand in design and fabrication of micro-/nanoelectro-
mechanical systems (MEMS/NEMS) has promoted the research-
ers to work on better understanding of flow and heat behaviors in
micro- and nanoscales. Many numerical efforts have been devoted
to predict the fluid flow and heat transfer in long micro- and
nanochannels. Contrary to long channels, the developing zones in
short channels play a critical role in calculating important flow
and heat parameters such as the mean friction factor and the Nus-
selt number. However, the boundary conditions imposed around a
channel effectively affect the magnitudes of such parameters.
Among them, the solid wall and inlet boundary conditions seem to
be the most sensitive ones and need to be applied correctly. In this
work, we mainly focus on improving these boundary condition
implementations.

Kavehpour et al. [1] utilized a control volume method to solve
flow in a long microchannel. They specified a uniform axial ve-
locity and a zero transverse velocity at the inlet section. Their
velocity profiles showed overshoots in the region close to the inlet
section. Guo and Wu [2] also carried out numerical studies in a
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microtube with large L/D ratio and specified a fully developed
no-slip profile at the inlet. Beskok and Karniadakis [3,4] simu-
lated flow and heat in a microchannel with L/H=8 using a spec-
tral element approach. They applied inlet boundary conditions
right at the channel inlet using a uniform velocity profile. They
also reported overshoots in the velocity profiles close to the chan-
nel inlet. Asako and Toriyama [5] used the arbitrary-Lagrangian—
Eulerian method and numerically solved flow in microchannels
with L/H=100. They started their computations assuming uni-
form inlet velocity, while the inlet pressure was extrapolated from
the interior of computational domain. They corrected the inlet
velocity using an expression for stagnation pressure in terms of
the inlet pressure, velocity, and specific internal energy variables.
Gamrat et al. [6] performed a numerical study to evaluate the
entrance effect on flow and heat behaviors in microchannels with
L/H=82, 273, and 820 using two types of inlet boundary condi-
tions. First, they considered a uniform inlet condition right at the
channel inlet. Second, they simulated the real inlet condition con-
sidering the complete geometry constructed in their experiment as
the solution domain. They showed that the Nusselt numbers for
the case with specifying uniform inlet boundary conditions right
at the channel inlet were higher than those of the complete geom-
etry simulation. Hung and Ru [7] studied heat and fluid flow in a
microchannel with L/H=5 using the lattice Boltzmann method.
They specified uniform axial velocity and temperature profiles at
the channel inlet. Niu et al. [8] also used the lattice Boltzmann
method to simulate flow in a channel with L/H=20. They applied
diffuse scattering boundary conditions at the solid walls and a
uniform inlet velocity at the inlet.

Past investigations in macroscale channels have shown that the
numerical solution of the Navier—Stokes equations with no-slip
wall boundary conditions would face with two singularities right
at the solid walls. They result in two overshoots in the velocity
profile beside the walls and close to the inlet region [9,10]. Dar-
bandi and Schneider [9] presented a detailed investigation in the
entrance region and quantified the overshoot magnitudes for a
wide range of Reynolds numbers. Later, we studied the entrance
flow problem in the inlet of microchannels using an improved
hydrodynamic boundary condition [11]. The main idea was to
employ the inlet condition somewhere upstream and far from the
real channel inlet. We solved microflow fields and evaluated our
results against available analytical solutions. In this work, we ex-
tend our work to thermally developing zones in micro- and nano-
scale channels. However, to show the significance of this work,
we use two types of inlet boundary conditions. The first type is
consistent with the classical inlet boundary conditions, i.e., it
implements uniform velocity and temperature profiles right at the
real channel inlet. The second or extended inlet boundary condi-
tion permits suitable flow condition to be caught automatically at
the channel inlet. In this work, the results of latter boundary con-
ditions are compared with those of former ones and other avail-
able numerical solutions.

2 Boundary Condition Treatments

We solve the steady-state Navier—Stokes equations to simulate
rarefied micro- and nanogas flows. The detail of numerical mod-
eling is very long and it is addressed in Refs. [11-14]. In this
paper, we briefly describe the ways that the required boundary
conditions are applied at the channel boundaries. We first describe
the solid wall boundary condition treatments. The flow regime in
micro- and nanochannels can be categorized using the Knudsen
number definition Kn=\/H, where N and H are the mean-free
path of gas molecules and the channel height, respectively. As the
Knudsen layer thickness beside the wall increases to more than
10% of the bulk flow size, the flow regime becomes transition. As
is known, the first-order slip velocity and temperature jump con-
ditions produce erroneous results in simulating the transition re-
gime. To avoid inaccuracies of the first-order boundary condi-
tions, the slip velocity and temperature jump can be predicted in
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lattice Boltzmann solutions [8], Re=0.01 and Kn=0.015

the vicinity of the solid wall based on the kinetic theory assump-
tions. Considering the momentum and energy flux exchanges at
one mean-free path away from the solid wall, the slip velocity u;
and temperature jump 7 can be calculated from the second-order
boundary conditions, which are given by [4]

uy + (1 = o)uy + o,u,,
U=
’ 2

(1)

CT\+T,

L 1+C @
where C=[(2-0p)/or][2y/((y+1)Pr)]. The subscripts s, w, and
N\ denote the magnitudes at the boundary of slip layer, wall, and
one mean-free path away from wall, respectively. The tangential
momentum o, and energy accommodation o7 coefficients denote
the exchange ratio of momentum and energy fluxes between the
wall and fluid particles. The ratio of specific heat coefficients and
the Prandtl number are represented by 7y and Pr, respectively.

The friction coefficient can be expressed in terms of Reynolds
number and the nondimensional velocity gradient at the wall. It
yields

C; Re=
f up

®3)
where Re=(pu;,H)/p, u*=uluy, and y*=y/H. The subscripts in
and b refer to the inlet and bulk magnitudes, respectively. Using
nondimensional temperature definition 7°=T/T;,, the Nusselt
number, in a channel with uniform wall temperature, is calculated
from

(9T 9y™),,
=g w 4
(T,-T)) @

of which the wall temperature is specified as T;,: 10. It should be
noted that the slip velocity boundary condition is applied via using
Eq. (1), while Eq. (2) is utilized to calculate the temperature jump
as the isothermal boundary condition adjacent to the solid wall.
Second, we describe the inlet boundary conditions. Following
Ref. [11], there are two choices to treat the axial velocity and
temperature at the inlet boundary. One choice is to locate the inlet
at x"=x/H=0. We refer to this location as the real inlet. Another
choice is to locate the inlet at a fictitious section, which is in
upstream and sufficiently far from the real inlet. For example, it is
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The current (a) axial velocity and (b) temperature profiles at four locations in a channel and comparison with the

at x*=-5 in the current test case. However, the influence of the
implemented freestream condition is suitably transformed into the
real inlet section via applying the symmetric boundary conditions
at the fictitious horizontal walls extended in upstream of the real
channel inlet. This is described in the following paragraph. The
imposed boundary conditions at the inlets are u;,=1, v}, =0, and
)

Since the geometry and boundary conditions are symmetric, we
solve the flow field for one-half of the channel only. We apply
ou*/dy*=0, v*=0, and IT"/dy*=0 at the channel centerline.
These boundary conditions are also applied on the extended walls
in case of using a fictitious inlet. At the outlet, we specify a uni-
form pressure distribution P=P,. The current authors have al-
ready shown that their basic Navier—Stokes solver is robust
enough to solve long macrochannels accurately despite applying
the outlet boundary conditions at positions very close to the inlet
section, where the flow is not certainly developed [15]. Therefore,
we can similarly solve short micro-/nanoscale channels, where the
slip flow regimes may not reach a fully developed condition at
their outlets.

3 Results and Discussion

To compare our results with other solutions, we choose the test
case presented in Ref. [8]. It is a short channel with L/H=20,
Re=0.01, and Kn=0.015. At the first step, we specify the inlet
boundary conditions at x*=0. Figure 1 illustrates the axial velocity
and temperature profiles at four stations in the channel. The results
are compared with those of the lattice Boltzmann simulation [8].
There are excellent agreements between them. As it is seen in Fig.
1(a), the velocity slip is higher at lower distances from the inlet
section. This is due to high normal gradients of axial velocity
close to the inlet section. As was described before, the singulari-
ties located on the corners of the channel inlet cause overshoots in
the velocity profiles. This phenomenon is more pronounced at
higher Reynolds numbers. As is seen in this figure, the velocity
profile very close to the inlet section performs slight overshoot,
which is justifiable [9-11]. Moreover, the temperature profiles in
Fig. 1(b) show the influence of thermal developing zone near the
inlet section. The figure shows that the temperature of gas reaches
the temperature of the wall at very short distances from the inlet.
It is because of the chosen low Reynolds number. Since the tem-
perature jump magnitudes are directly affected by the normal ve-
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Fig. 2 The (a) friction factor and (b) Nusselt number distributions in a short channel and comparing them with the results
of Niu et al. [8] and Kavehpour et al. [1], Re=0.01 and 10 and Kn;,=0.015

locity gradients at the entrance zone, the temperature jumps grow
as the velocity gradients increase at the wall close to the inlet
section.

Figure 2 illustrates the variations in friction factor and Nusselt
number along the channel with Kn;;=0.015 and Re=0.01 and 10.
The results are compared with the results of the lattice Boltzmann
method [8] and finite-volume simulation [1]. Since Kavehpour et
al. [1] studied long microchannels, their results are limited to the
fully developed region. Therefore, we show their results close to
the outlet, where the fully developed conditions are expected to be
reached. As it is observed, the present rarefied flow solutions are
in excellent agreement with those of Kavehpour et al. [1] and Niu
et al. [8] except for x*=0.1. The main reason for the differences
nearby the inlet section returns to different treatments of the two
singularities, appeared at the two corners of the channel inlet. As
it was mentioned in Sec. 1, these singularities are highly grid
dependent and their magnitudes change with refining the grid
[9,10]. Normally, a higher grid resolution would result in a more
accurate solution in the region close to the inlet. The figure shows
that both the friction factor and Nusselt number are not sensitive
to Reynolds number in this range of work. This point is confirmed
by the fully developed results presented in Ref. [1].

At the second step, we need to locate the fictitious section
somewhere upstream of the inlet section. This location mainly
returns to the strengths of the convection and conduction heat
transfers in the domain and especially close to the inlet section.
Logically, the fictitious section should be far enough to be free
from the conduction influence close to the real inlet section. As is
known, the weight of conduction to convection heat transfers can
be evaluated by (Re Pr)~! if the energy equation is properly non-
dimensionalized [16]. This suggests that the conduction heat
transfer is the dominant physics in the flow fields with Re<1. In
other words, the choice of 7; =1 at the fictitious inlet section
should be correct. Our experience showed that the choice of x*
=-5 would satisfy this requirement and would create more reli-
able and more realistic boundary conditions at the real inlet.

Figure 3 shows the friction factor and Nusselt number distribu-
tions along the channel for various Knudsen numbers from no-slip
to transition regimes. Comparing the results at Kn=0.015 with
those in Fig. 2(a), the current results predict less friction factor
magnitude at x*=0. The maximum friction factor at each Knudsen
number appears right at the real channel inlet, where the highest
normal gradient velocity exists. Additionally, the current devel-
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oped friction factor decreases in the early transition regime, i.e., at
Kn;,=0.2 and 0.4. This is because the velocity profile becomes
more flattened as the Knudsen number increases. Figure 3(b)
shows the Nusselt distributions in the developing zone. To mag-
nify the variation close to the channel entrance, the horizontal axis
is presented in a logarithmic scale. Comparing with the results
presented in Fig. 2(b), the Nusselt number magnitude right at the
real inlet is less than what it was predicted via using the classical
inlet boundary conditions. It should be noted that the Nusselt
magnitude in the fully developed region only depends on the
Knudsen number and is not affected by the type of inlet boundary
condition at all. Figure 3 also shows that the no-slip boundary
condition is not suitable to treat heat and flow as the Knudsen
number increases.

Figures 4 illustrates the variations in friction factor and Nusselt
number along the channel using Re=1 and 10 and Kn;,=0.015.
Despite a close agreement between the current solution and that of
the lattice Boltzmann method in the fully developed region, the
friction factor and Nusselt number are predicted less than those of
the lattice Boltzmann method in the entrance region. There is a
question of which solution is more accurate. As mentioned in Sec.
1, Gamrat et al. [6] experienced a higher friction factor and Nus-
selt number in their developing zone, when they specified uniform
velocity and temperature at the real inlet of the channel. In other
words, their classical type of boundary conditions overpredicted
their measurement. Our results in Fig. 4 perform similar conclu-
sions. Therefore, it is concluded that the implementation of the
inlet boundary conditions at a fictitious inlet section and at up-
stream of the real inlet section would result in more realistic so-
lutions than those of applying a uniform inlet boundary condition
right at the real inlet. The figure shows that the current flow and
heat transfer solutions approach those of other researchers in the
fully developed zone. In other words, the solutions in the fully
developed zone are independent of the developing zone solution.

4 Conclusions

The flow and heat behaviors were investigated in short micro-
and nanoscale channels applying the second-order slip velocity
and temperature jump boundary conditions at the solid walls and
two types of inlet boundary conditions. First, we implemented the
classical inlet boundary condition and evaluated the achieved re-
sults against other reliable numerical and lattice Boltzmann solu-
tions. Our calculated velocity and temperature profiles and the
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Fig. 4 The (a) friction factor and (b) Nusselt number distributions in a short channel with Re=1 and 10 and Kn;,=0.015

distributions of friction factor and Nusselt number along the chan-
nel were in excellent agreement with those of the lattice Boltz-
mann solution except in the vicinity of the channel inlet. Second,
we simulated the fluid flow and heat transfer in micro- and
nanochannels benefiting from more realistic inlet boundary condi-
tions applied far upstream of the inlet section. Employing the
symmetric boundary conditions at the extended fictitious horizon-
tal walls, more realistic boundary conditions were simulated at the
real inlet. We provided evidence that applying the inlet boundary
conditions at the fictitious section would result in more realistic
solutions, and can be reliably used in design and fabrication of
microelectromechanical systems.
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